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Abstract

Astroparticle physics is now entering the very exciting phase in which the efforts to en-
hance the detection capabilities of our instruments begin to turn out into clear answers.
In this context the Pierre Auger Observatory (PAO) has been conceived to study the
extensive air showers produced by the primary cosmic rays at energies above 1018 eV in
their interaction with the Earth’s atmosphere, in order to solve the mystery of the origin
and nature of the highest energy particles.
The PAO design combines the most advanced detection techniques and the largest expo-
sure, to provide high data quality together with unprecedented statistics. In addition, two
experimental sites, one nearly completed in the southern hemisphere and the other to be
built in the northern one will achieve full sky coverage, and the largest exposure ever.
The PAO collaboration benefits from the contribution of about 300 scientists from 17
countries. The Wuppertal group is highly involved in physics analysis and the study and
monitoring of the detector performance. Moreover its tasks involve hardware development
and testing. More than half of the 11 000 optical modules for the fluorescence detector
telescopes have been qualified with a highly automatised test setup. Details on the exper-
imental requirements and test results are presented in Section 4.3, (see [24]).
The performance of the fluorescence detector (FD) reconstruction algorithm has been stud-
ied at different selection levels with dedicated simulations. In Chapter 5 the FD trigger
efficiency and the geometry resolutions are calculated. A realistic estimate of the hybrid
resolution of the physics observables (depth of shower maximum and energy) is also given,
see [108]. This work includes the extension of the reconstruction capabilities to the highest
energies covered by the FD dynamic range [136].
Discrimination of different primaries is based on their expected shower features, for in-
stance the depth shower maximum, Xmax . In Chapter 6 the composition sensitivity of
other parameters connected to the shape of the longitudinal shower profile is evaluated
in order to achieve an enhancement of the separation power between photon and hadron
primaries [139].
No claim for photon observation at the highest energies has been reported so far. For
this work an update of the first limit to the fraction of photons in cosmic rays above
10 EeV [119], based on the measurement of Xmax has been performed, see Section 7.2,
reported in [21]. Finally, limits above 2, 3.16, 5 and 10 EeV are derived using the Pierre
Auger hybrid data sample Jan 2004–July 2007, see Section 7.3. The expected impact of a
photon contamination of this order on the measurement of the inelastic proton-air cross
section is briefly discussed in Section 7.4.
Our limits confirm the ones derived by ground-based experiments at higher energies and
they strongly constrain the non-acceleration models invoked to explain the origin of the
ultra high energy cosmic rays, thus favoring astrophysical scenarios.
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Chapter 1

UHECR physics

1.1 Introduction

Soon after their discovery by V. Hess in 1912 [73], cosmic ray have assumed a leading role
in astronomy and elementary particle physics. The systematic study of reactions induced
by cosmic radiation, lead for instance to the discovery of the positron, the muon and the
pion.
Moreover, we can consider cosmic rays as messengers from the Galaxy and beyond, leading
our way to the understanding of the Universe. Especially the ultra-high energy cosmic
rays (UHECR), at energies above 1018 eV, could open a new challenging window for as-
tronomy, as they should point back directly to their production sites. In addiction, at
energies not reachable in man-made accelerators, they could represent an alternative to
extend our knowledge of fundamental interaction physics.
The existence of events above 1020 eV has been established in different experiments since
the first observation by Linsley in his pioneering work of 1966 [95]. The nature and origin
of these particles is instead still unknown, no astrophysical object has yet been clearly
identified as a source.
Progress has been made in understanding the mechanisms which could lead to the accel-
eration at these extraordinary energies. Models of the cosmic rays propagation, including
the effects of interaction with the background radiation and the influence of Galactic and
extragalactic magnetic fields, have been successfully developed. Alternative new physics
scenarios invoking the decay or annihilation of exotic particles, or violation of Lorentz
invariance, have been also proposed and can be experimentally tested.
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Chapter 1

1.2 Energy spectrum and composition

To understand the origin and nature of the highest energy cosmic rays we begin with
the analysis of their overall energy spectrum. The cosmic ray spectrum extends over 11
decades in energy with a flux which follows a power law E−α and spans more than 30
orders of magnitude.
The flux falls, at a rate of about 3 orders of magnitude per energy decade, from about one
particle per m2 per second at around 100 GeV to one particle per km2 per year above 10
EeV. Fig. 1.1 shows the all-particle differential energy spectrum, i.e. number of particles
per m2 sr s GeV, from [45]. At low energies the index α is about 2.6 ÷ 2.7. At energies
around 3 · 1015 eV the first feature, the so called knee, shows up with a steepening of the
spectrum described by an index ∼ 3. A further steepening, the second knee, at an energy
of ∼ 5 · 1017 eV, with index ∼ 3.3 is reported in [32][101]. At energies of ∼ 1019 eV, the
so called ankle, a very pronounced flattening, with index ∼ 2.7, appears [1].
While, up to these energies, cosmic rays are believed to be mainly of Galactic origin, the
interpretation of the ankle is that a new population of CRs with extragalactic origin begins
to dominate the more steeply falling Galactic population. However, the description of this
transition is model dependent and high quality experimental data are still needed in order
to discriminate among different scenarios.
For a complete review of the observation and theoretical models for the interpretation
of the knee see [79]. Regarding the highest energy range, we recall briefly two different
interpretations of the transition region of the spectrum, between the knee and the ankle,
with the consequent predictions on the cosmic rays composition.
The standard model for the origin of cosmic rays is based on the assumption that Galactic
cosmic rays are accelerated in young supernovae remnants (SNR). Since the maximum
energy achievable depends on the rigidity of the particles, this model predicts that the dif-
ferent components will have a spectrum with a cutoff at an energy proportional to charge.
Based on this assumption and the observation of the proton knee, the end of the Galactic
spectrum is estimated at 5 ÷ 8 · 1016 eV, the cutoff energy for iron.
If the extragalactic component becomes dominant only at the ankle, an additional accel-
eration mechanism must be introduced to account for the energies above that limit. In
this energy region, the composition must be dominated by heavy nuclei.
The standard interpretation for the ankle is that the flat extragalactic component crosses
the steep Galactic spectrum, generating this feature just above the intersection energies,
see for instance [75]. The spectrum of the extragalactic component is consistent with the
slope originating from acceleration in strong or ultra relativistic shocks. The main prob-
lem is to explain a predominantly heavy composition up to 1019 eV. A model invoking an
extragalactic component with mixed composition could then be the favored solution [3].
An alternative and appealing explanation, the pair production dip model, has been very
recently proposed [5], based on the predictions reported in [29]. Assuming an extragalac-
tic proton component, the dip is obtained naturally from the interaction with the cosmic
microwave background (e+e− pair production). The transition to the extragalactic com-
ponent is expected to occur at lower energies, at around 1018 eV (second knee), and the
composition to be proton dominated in this range.
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UHECR physics

Figure 1.1: Differential energy spectrum of cosmic rays. Approximate integral fluxes are
indicated: one particle per m2 second at ∼ 100 GeV, one particle per m2 year at the knee
(∼ 3 · 1015 eV), and one particle per km2 year at the ankle (∼ 5 · 1018 eV). From [45].

Figure 1.2: Cosmic rays flux ×E3 for the two most favored models of the dip-ankle in-
terpretation, (left) dip-model assuming pure proton composition [5] and (right) extragalactic
component with mixed composition [3], compared to data from Akeno [100] and AGASA [146].
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Chapter 1

1.3 Origin of UHECR

The question on the possible sources of the ultra high energy cosmic rays is one of the
most challenging in the astroparticle field. On the theory side, models have been pro-
posed to solve this question. We will briefly summarise here the three possible scenarios:
the astrophysical acceleration (bottom-up), the non-acceleration (top-down) and a hybrid
combination of the previous two.
On the experimental side searches for signifcant anisotropies in arrival directions of UHE
cosmic rays have been made in many experiments, both on large and small angular scales.
The arrival direction distribution is found to be rather isotropic over a broad energy range.
An excess from the Galactic center, and clustering of events at small angles suggesting
correlations with astrophysical objects like for instance BL Lacs, have been claimed but
still wait for confirmation. The ongoing searches from the Pierre Auger Observatory [124]
are expected to give soon unambiguous answers.

1.3.1 Astrophysical sources

As pointed out in Section 1.2 the regular shape of the spectrum over its wide energy range
may suggest a common acceleration mechanism, which could take place in different astro-
physical sources. Many models and sources have been proposed, which could accelerate
charged particles, hadrons especially, up to the extremely high energies, but none of them
is yet experimentally confirmed.
Knowing the differential flux it is possible to estimate the energy density in cosmic rays.
Integrating the flux over energy and assuming an isotropic and uniform distribution in
space, the energy density is ρcr ≃ 1 eV cm−3, comparable with starlight (∼ 0.6 eV cm−3)
and magnetic field energy density (∼ 0.3 eV cm−3). To keep up with this, the Galactic
sources must pump VGρcr/τ ∼ 1041erg/s, where VG is the Galactic volume and τ ∼ 106

years is the confinement time in the Galaxy. This value is comparable with the kinetic
energy release in supernovae explosions. We obtain about the same required power to
keep up with the flux at the highest energies, with densities of the order 10−8 eV cm−3

calculated over the volume of the local super-cluster and an escape time of 108 years.
There are basically two kinds of acceleration mechanisms considered in connection with
CR acceleration: the direct acceleration of charged particles by electromotive force (emf)
and the stochastic acceleration in a magnetized plasma (Fermi acceleration). For a review
of the conventional acceleration scenarios see [8][36].
While for the case of the direct acceleration the emf is associated with compact objects like
rotating neutron stars, the statistical acceleration applies to the case of moving magne-
tized plasma. Both of the models must face the problem of fitting the power law spectrum
and having to provide the required power overcoming energy losses.
The maximum energy of a particle being accelerated can be estimated by requiring that
the gyro-radius is contained in the acceleration region. We then have:

(

Emax

EeV

)

=
1

2
Zβ

(

B

µG

) (

R

kpc

)

, (1.1)

where Z is the charge of the particle B is the magnetic field strength and R the size of
the accelerating region. This holds for strong shocks and very inclined B with respect
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Figure 1.3: Hillas plot: size and magnetic field strength of possible astronomical objects
which could be particle source and acceleration candidates. Objects below the diagonal lines
cannot accelerate particles to the indicated energies. From [8].

to the shock normal, and for relativistic particles. The condition also applies to direct
acceleration scenarios, as for neutron stars, in which the emf is connected to a rapidly
moving magnetic field.
Fig. 1.3 shows that to achieve a given maximum energy, one must have acceleration sites
that have either a large magnetic field or a large size of the acceleration region. Only a
few astrophysical sources connected with active galaxies and hot spots of radio-galaxies,
gamma ray bursts and compact objects like neutron stars, seem to satisfy the conditions
necessary for acceleration of protons up to 1020 eV (red dashed line). The characteristics
of these objects are summarised below.

• Active Galactic Nuclei (AGN): AGN are one of the most favored sources for cosmic
rays at the highest energies [74][127]. AGNs are powered by the accretion of matter
onto a supermassive black hole of 106 ÷ 108 solar masses. Typical values in the
central engine are R∼ 10−2 pc, and B∼ 5 G, which make possible the containment
of protons up to 1020 eV. The main problem here is the large energy loss in a region
of high field density, which would limit the maximum energy achievable for protons
and forbid the escape for heavy nuclei. Neutrons could eventually escape the central
region and then decay to protons with maximum energy around 1018 eV. Another
solution is that the acceleration occurs in AGN jets where particles are injected with
Lorentz factors larger than 10, and where energy losses are less significant.
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Chapter 1

• Radio-galaxies hot spots: Fanaroff-Riley II galaxies are the largest known dissipative
objects (non-thermal sources) in the Universe. Jets from the central black-hole of an
active galaxy end at a termination shock where the interaction of the jet with the
intergalactic medium forms radio lobes and localized regions of intense synchrotron
emission, known as “hot spots”. For typical hot-spot conditions B ∼ 300 µG and
β ∼ 0.3. Assuming that the magnetic field of the hot spot is limited to the observable
region (∼ 1 pc), one obtains Emax < 5 · 1020eV.

• Clusters of galaxies: galaxy clusters are reasonable sites to consider for ultra-high
energy cosmic rays acceleration, since particles with energy up to 1020 eV can be
contained by cluster fields (∼ 5µG) in a region of size up to 500 kpc. However, losses
due to interactions with the microwave background during the propagation inside
the clusters limit UHECRs in cluster shocks to reach at most 10 EeV.

• Gamma Ray Bursts (GRBs): collapse of massive stars or mergers of black holes
or neutron stars could explain the origin of the detected bursts of gamma rays up
to GeV energies. The observed gamma-rays are emitted by relativistic electrons via
synchrotron radiation and inverse Compton scattering. Acceleration of electrons and
protons to the highest energies is then necessary. The duration of the detected GRB
signal extends over 5 orders of magnitude (10−3 ÷ 102 s) with an energy release up
to 1051 erg/s. This is consistent with the luminosity required for cosmic rays above
1019 eV, but the large estimated GRBs distances (up to z=5) cannot account easily
for the UHECR flux.

• neutron stars: for direct acceleration in compact objects, for example in rotating
neutron stars or pulsars, the relation 1.1 becomes Emax = ω/cZBsrns

2, where ω is
the pulsar angular velocity, Bs the surface magnetic field and rns the neutron star
radius. If Bs ∼ 1012 G, rns ∼ 10 km, and ω ∼ 200 Hz (values refer to the Crab
pulsar), this is equivalent to an electromagnetic force of ∼ 1018 V.

1.3.2 Fermi acceleration

In 1949 Fermi proposed an efficient mechanism to accelerate relativistic particles through
their interaction with moving magnetized gas clouds [57]. The original theory can be
adapted to the case of shock accelerations in astrophysical objects, where the required
extremely high energies could be possibly reached.
In Fig. 1.4, left panel, a sketch of the process occurring in moving magnetized cloud is
shown. A particle of energy E1 and momentum pi enters a massive moving gas cloud with
angle θ1 with respect to the cloud velocity V, and scatters on its magnetic irregularities. In
the rest frame of the cloud there’s no change in energy, as the particle scatters collision-less
on the magnetic field moving with the cloud. The net energy gain is obtained applying
the Lorentz transformations between the laboratory frame and the cloud frame (primed).
In the cloud frame the particle energy is:

E
′

1 = γ E1(1 − β cos θ1) , (1.2)

where β = V/c and γ refer to the cloud. In the laboratory frame the particle energy after
escaping the cloud is:

E2 = γE
′

2(1 + β cos θ
′

2) . (1.3)
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Since E
′

2 = E
′

1 and substituting 1.2 in 1.3 the relative energy change in the laboratory
frame results:

∆E

E
=

E2 − E1

E1
=

1 − β cos θ1 + β cos θ
′

2 − β2 cos θ1 cos θ
′

2

1 − β2
− 1 . (1.4)

Due to the random nature of the scattering occurring in the cloud, the average value of
cos θ

′

2 is zero. The collision probability depends on the relative velocity of the cosmic ray
particle with respect to the moving cloud. Since β ≪ 1, averaging on the solid angle we
have < cos θ1 >= −β/3, which, substituted in 1.4 gives:

∆E

E
=

E2 − E1

E1
=

1 + 1
3β2

1 − β2
− 1 ≃ 4

3
β2 . (1.5)

The average energy change is thus positive, but small since it is of the second order in β
(and β ≪ 1).
A more efficient acceleration, of the first order in β, is thought to take place in regions of
strong shocks, as for example in supernovae and AGN jets. During a supernova explosion
several solar masses of material are ejected at a speed Vp ∼ 104 km/s, i.e. much faster than
the speed of sound in the interstellar medium (ISM) which is 10 km/s. A strong shock
wave propagates then radially through the ISM. The shock velocity Vs depends on the
velocity Vp of the material ejected, and on the compression ratio R as Vs = R/(R − 1)Vp.
In Fig. 1.4, right panel, a sketch of the process is shown. A cosmic ray particle is scat-
tered in the magnetic irregularities of the ISM and eventually crosses the shock front.
Independently on which side of the shock the particle is, the plasma on the other side is
approaching it at speed Vp. So that at each crossing of the front there is a net energy
gain, and the process is more efficient.
The average value of cos θ

′

2 is now 2/3 determined from the probability of a crossing the
shock from downstream to upstream. The same motivation gives an average value of -2/3
for cos θ1 (crossing from upstream to downstream). Substituting in 1.4 we have then:

E2 − E1

E1
=

1 + 4
3β + 4

9β2

1 − β2
− 1 ≃ 4

3
β , (1.6)

which is now of the first order in β = Vp/c.
The probability for a particle to be lost downstream is Ploss = ρcr Vs/R, where Vs/R is
the velocity of the particles flowing away downstream in the rest frame of the shock. The
probability for a relativistic particle moving with speed v, to cross the shock is instead

Pcross = ρcr
1

2

∫ 1

−Vs/v
(Vs + v cos θ) d(cos θ) ≃ ρcr

v

4
. (1.7)

The probability to escape from the acceleration region is then obtained dividing Eq. 1.6
by Eq. 1.7, thus Pesc ≈ 4Vs/Rv. Given Pesc, we can derive the number of particles which
may be accelerated to an energy above E. This is in general proportional to the probability
for the particle to remain in the region after n cycles:

N(≥ E) ∝ (1 − Pesc)
n , (1.8)
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Figure 1.4: Left: sketch of the second order Fermi acceleration mechanism occurring in a
moving magnetized cloud. Right: first order Fermi acceleration occurring in strong plane
shocks. From [126].

After each acceleration cycle the particle acquires an amount of energy proportional to
the initial energy E0. The energy obtained after n collisions is:

E = E0(1 + ζ)n , (1.9)

where ζ is the relative energy gain factor ∆E/E. The number n of cycles to reach an
energy E is thus

n =
ln(E/E0)

ln(1 + ζ)
. (1.10)

Solving Eq. 1.8 in logarithm gives then:

lnN(≥ E) = A +
ln (E/E0)

ln(1 + ζ)
ln(1 − Pesc) = B − (α − 1) lnE , (1.11)

where

α = 1 − ln (1 − Pesc)

ln(1 + ζ)
≈ R + 2

R − 1
. (1.12)

Thus we naturally obtain an integral energy spectrum described by a power law, with
index −(α− 1), and for the differential spectrum an index −α, which for the strong shock
case (R=4) gives E−2. The second important consequence is that the maximum achievable
energy depends on the time spent in the acceleration region. After the time t, the particle
reaches an energy of:

E ≤ E0(1 + ζ)(t/Tesc) . (1.13)

1.3.3 Alternative models: top-down models and Z-bursts

An alternative to acceleration models, introduced to explain the highest energy cosmic
rays, are the so called top-down models, which involve the decay or annihilation of exotic
particles. These so called X-particles, basically decay in quarks and leptons. The quarks
produce jets of hadron, mainly pions and a few percent of nucleons. The pions decay then
to photons, muons, neutrinos (anti neutrinos) and electrons (positrons).
The general characteristic of these models is a photon domination of the spectrum at the
highest energies. The spectra of the produced CR are determined by the physics of QCD
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fragmentation, and they are expected to be harder than obtained in the astrophysical
scenarios.
In order to detect the produced EHECR, the X-particle must be super-massive (> 1011 GeV).
The density and the rate of decay must be large enough to account for an observable cos-
mic rays flux. Moreover, to avoid energy loss during the propagation from the source, the
decays must take place within a limited distance (∼ 100 Mpc).
We recall here briefly the super-heavy dark matter model (SHDM), and the Topological
Defect model (TD). For a detailed review see [31].

• TD: the Grand Unification Theory predicts, in the early stage of the Universe evo-
lution, the formation of topological defects like magnetic monopoles, strings, cosmic
necklaces and domain walls, as a result of symmetry breaking phase transitions.
The TDs can be thought of being constituted by a trapped super-massive X-particle
which then decays to his constituent fields. Super heavy gauge and higgs bosons,
decay into jets of hadrons, mostly pions. Pions in the jets subsequently decay into
photons, electrons, and neutrinos. The highest energies are not a challenge for these
models, since the symmetry breaking scales are typically 1021 eV and the typical X-
particle masses are between 1022 and 1025 eV. Some tuning of the rate of X-particle
production is instead required to fit the observed UHECR flux without conflicting
with the diffuse gamma ray flux observed at lower energies.

• SHDM: in this scenario super heavy metastable relic particles (MSRP), as the so
called cryptons or the wimpzillas, were produced in the early stages of the Universe,
and now form a significant part of the cold dark matter clustering in the galaxy
halos. The contribution to the UHECR would be dominated by the clustering in
the halo of our Galaxy. A signature of these models would then be a clear excess of
UHECR events from the galactic center.

In the Z-burst model ultra-high energy (UHE) neutrinos coming from remote sources an-
nihilate at the Z-resonance with relic background neutrinos. The Z bosons then decay,

e
+-17 ,ν,ν-π +

νR

ν
UHEC

} 2 nucleons
10

0π 20 γ
Z

ν

ν

_

Figure 1.5: Left: sketch of the Z-burst process resulting from the resonant annihilation of
a EHE energy cosmic neutrino on a relic (anti-)neutrino. Right: the available UHECR data
and the best fit from Z-bursts. From [59].
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Chapter 1

producing secondary protons, neutrinos and photons as sketched in Fig. 1.5. The Z-
resonance occurs when the energy of the incoming neutrino, in the rest frame of the relic
neutrino, is

Eres =
m2

Z

2mν
= 4 · 1021eV (

eV

mν
) (1.14)

As pointed out in [59] no astrophysical source is yet known to meet the requirements for
the Z-burst hypothesis. Especially no extremely high energy photons should be produced
at the source together with the UHECR neutrinos, otherwise too many low energy photons
are predicted. Current limits top the neutrino flux in the energy range 1021÷1023 are also
strongly constraining this scenario, see for instance [67].

1.4 Propagation

1.4.1 Effects of the magnetic fields

During propagation from their sources to the Earth, cosmic rays are deflected by magnetic
fields. The field intensity is determined measuring the rotation of the polarization plane
of the radiation emitted from extragalactic sources like pulsars or radio sources. A regular
intergalactic field is strongly constrained to values lower than 10−9 G. Galaxy cluster may
have a stronger field coherent on the Mpc scale.
The magnetic field in our Galaxy is known to have a regular large scale structure. The
typical value of the galactic magnetic field is a few µG, approximately uniform over scales
of the order of a few kpc. The magnetic field lines follow the spiral arms. Different models
are built depending on the sign of the field in the arms and on the symmetry with respect
to the galactic plane.
In Fig. 1.6 the trajectories of nuclei with E/Z = 1 (solid lines) and 10 EeV (dotted lines) in
the BSS-S galactic magnetic field model, are sketched, from [70]. Dashed lines indicate the
spiral arms. At rigidity of the order 1 EeV the nuclei are trapped in the spiral structure
of the magnetic fields and follow helicoidal trajectories around the galactic field lines.

Figure 1.6: Examples of trajectories of nuclei with E/Z = 1 EeV (solid lines) and 10 EeV
(dotted lines) in the galactic magnetic fields (BSS-S model) from [70].
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The gyro-radius, for a proton at 1 EeV in a field of ∼ 3µG is about 300 pc, namely the
thickness of the Galactic disc. The motion of nuclei with rigidity E/Z above 10 EeV is
instead not significantly affected by the magnetic field since the gyro-radius for a particle
of that energy is of the same order as the traveled distance. In this case the information
on the incoming direction is conserved and the correlation with sources can in principle
be established.
The key quantity to determine the angular deflection from the incoming cosmic ray path,
as a function of the traveled distance and primary energy, is the particle Larmor radius,
rL ≃ E/(Z · B⊥). Where Z is the charge of the particle and B⊥ is the magnetic field
component perpendicular to the particle momentum.
If the magnetic field is constant over the traveled distance d, we have:

dθ(E, d) ≃ d

rL
≃ 0.52◦ · Z ·

(

E

1020 eV

)−1

·
(

B

10−9 G

)

·
(

d

Mpc

)

. (1.15)

This means a deviation of less than 1◦ for a proton of energy ∼ 1020eV in a magnetic field
of ∼ µG on a distance ∼ kpc, or equivalently with field ∼ nG over a distance of the
order of the Mpc. In the realistic case the coherence length and spread of the magnetic
fields must be taken into account. We then have:

dθ(E, d) ≃ 0.8◦ · Z ·
(

E

1020 eV

)−1

·
(

B

10−9 G

)

·
(

d

10Mpc

)1/2

·
(

λ

Mpc

)1/2

. (1.16)

An average time delay, with respect to linear propagation, proportional to dθ(E)2 is ex-
pected. For an analytical treatment see [31] and [158].

1.4.2 Energy losses and GZK process

At the highest cosmic ray energies, not only the propagation through the intergalactic
magnetic fields, but also the interactions of primaries with the background radiation fields
like the cosmic microwave background (CMB), infrared background (IR) and radio back-
ground (RB), must be taken into account. After the discovery of the CMB by Penzias and
Wilson [107], Greisen [69], Zatsepin and Kuz’min [162] predicted that, due to photopion
production on the CMB, the spectrum of cosmic rays protons would show a cutoff at about
5 · 1019eV. The main involved processes for protons in this energy range are the following:

p + γCMB → p + π0 (1.17)

→ n + π+

→ p + e+ + e− . (1.18)

In the laboratory frame, the center of momentum energy squared is:

s = m2
p + 2Epǫ (1 − β cos θ) , (1.19)

where ǫ is the energy of the photon and β is the proton speed (c=1).
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The threshold energy for a proton to produce a pion on the photons of CMB in a head-on
collision is:

Eth =
mπ

4ǫ
(2mp + mπ) ≃ 6.8 · 1016(

ǫ

eV
)−1 eV , (1.20)

which, dealing with average photon energies of ∼ 6 · 10−4 eV, leads to ∼ 1020 eV, but can
be smaller since the microwave spectrum extends to higher energies (∼ 10−3 eV).
The energy dependence of the mean free path of the proton is:

1

λpγ
=

1

8 β E2
p

∫ ∞

ǫth

n(ǫ)

ǫ2
dǫ

∫ smax

smin

(s − m2
p) σpγ(s) ds , (1.21)

where n(ǫ) is the photon number density per energy, smin and smax are the squares of
minimum and maximum energies in the center of mass system. The mean free path for a
proton can be estimated as ≈ 8 Mpc, where n ≈ 400 cm−3 is the CMB photon density,
and σpγ ≈ 10−28 cm2 is the process cross section at the threshold energy. The neutron
decay length is about 1 Mpc at 1020 eV, so that on these length scales it decays before
interacting.
The energy loss per interaction is ∼ 20%, thus giving an attenuation length of the order of
some tenths of Mpc, beyond which the proton energy falls below the GZK threshold. This
bring us to the conclusion that the sources of the highest energy observed events must be
within a sphere of that size.
At lower energies the dominant process is the Bethe-Heitler pair production (Eq. 1.18)
with a threshold energy, for the case of face to face collision, equal to:

Eth =
me(mp + me)

ǫ
≃ 4.8 · 1014(

ǫ

eV
)−1 eV ≈ 4.8 · 1017 eV . (1.22)

At higher energies this process is less significant as its inelasticity is ∼ 0.1%, much smaller
compared to the energy loss for the pion photoproduction (Eq. 1.17). The mean free path,
given a cross section of the order 10−25 cm2, is in this case about ∼ 1 Gpc.
At lower energies the attenuation length tends to become constant and equal to the energy
loss due to the expansion of the universe, ∼ 4 Gpc.
In Fig.1.7 left panel, the interaction length (dashed line) and attenuation length (thick
solid line) for pion photo-production by nucleons on CMB, and estimated RB, is plotted
as a function of energy. The attenuation length for pair production is also shown (thin
solid line).
Nuclei of mass A undergo photo-disintegration and pair production, both on the CMB
and on IR, according to the following relations:

A + γCMB,IR → (A − 1) + N (1.23)

→ (A − 2) + 2N (1.24)

→ A + e+ + e−

Since the energy is shared between nucleons, the threshold energy for the processes in-
creases. The inelasticity is lower of a factor ∼ 1/A while the cross section increases with
Z2. This means that the loss length, in case of heavy nuclei, will be smaller (∼ 1 Mpc)
with respect to protons, but at a higher energy.
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Figure 1.7: Left: nucleon interaction length (dashed line) and attenuation length (solid
line) for photo-pion production, and proton attenuation length for pair production (thin solid
line) in the combined CMB and estimated RB. Right: for pair production and double pair
production from gamma rays on CMB, RB and low energy background photons. From [31].

The dominant interaction for the case of gamma rays is pair production (PP) on the cosmic
background photons:

γ + γCMB,RB → e+ + e− . (1.25)

with threshold energy:

Eth =
m2

e

ǫ
≃ 2.6 · 1011(

ǫ

eV
)−1 eV ≈ 2.6 · 1014 eV . (1.26)

In Fig.1.7 right panel, the interaction length (dashed line) and attenuation length (solid
line) for pair production on CMB (thin lines), RB and total low energy background, is
plotted as a function of energy. As for the nucleon case photons of energies ∼ 1020 eV
cannot reach us from distances beyond some tenths on Mpc, the uncertainty is due to the
estimation of the absorbing radio background.
The electrons (and positrons) undergo inverse Compton scattering (ICS) producing a pho-
ton which carries most of the initial energy and can produce a secondary electron-positron
pair. This leads to the development of an electromagnetic cascade which finally produces
photons with energies below the PP threshold. At this point, the interaction between
photons and infrared background (IR) dominates, ending up at ∼ 100 GeV.
The production of high energy neutrinos is associated to proton acceleration for instance
in active galactic nuclei and jets [144], and in gamma ray bursts [159]. As already men-
tioned the main energy loss process is pion photo-production on the background radiation
at the source and during cosmic ray propagation.
Neutrinos originate from the decay of charged pions, and the subsequent generated muons.
Their energy spectrum is expected, in case of AGN, to mirror the proton spectrum having
a cutoff above energies of the order 1018 eV.
This flux suffers from a negligible attenuation by the interaction with the background ra-
diation, thus even if it originates in extremely distant sources, is expected to be detectable.
Moreover neutrinos are not deflected by magnetic fields, so that they keep their original
direction. A new generation of neutrino telescopes is now in operation, and soon km3

detectors will be built, thus opening a new window for astronomy at the highest energies.
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Photon flux from GZK processes

The GZK processes displayed in Eq. 1.17 produces a flux of neutrinos and photons. The
cosmogenic neutrinos have been extensively studied soon after the discovery of CMB and
represent an expected complementary source of signals for the neutrino telescopes.
The GZK photons are produced in the decay of the neutral pions, with an energy of about
10% of the original proton. Their flux depends strongly on the sources distribution, on
the initial super GZK proton flux and on the maximum proton energy.
During propagation they suffer from energy loss due to pair production on the radio
background; the e+ and e− in turn produce synchrotron radiation in the extra galactic
magnetic fields. The uncertainty on the photon flux, due to the incomplete knowledge of
the background, is about one order of magnitude.
Indicative values for the GZK photon fraction in cosmic rays are 0.03 % and 1 ÷ 3 %
at 1019 eV, and between a few percent to even 50 % at 2 · 1020 eV, assuming a proton
energy spectrum of index α = −2.7 and α = −1.5 respectively. A detailed study has been
recently published in [63].
In Fig. 1.8 the fraction of photons in the total UHECR flux above a threshold energy,
normalised to the AGASA spectrum (left panel) and to the HiRes spectrum (right panel),
is plotted. The pink region show the range of GZK photon fractions expected if only
nucleons are produced at the sources. Predictions from ZB, TD, SHDM, along with
experimental upper limits from AGASA and Haverah Park are also shown.
For the case of the HiRes spectrum, at energies around a few 1019 eV, the minimum
fraction predicted from Top-Down models is comparable to the maximum expected from
GZK photons. At higher energies the Top-Down flux is instead more than one order of
magnitude larger, while is comparable to the GZK flux for the AGASA spectrum.
Large exposure experiments like the Pierre Auger Observatory [124] could allow in the
near future the observation of this UHE photons and open a new astronomy window.
Even in case of non observation, placing an upper limit on the flux of GZK photons would
give complementary information about the UHECR proton component.
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Figure 1.8: Photon fraction in percentage of the total UHECR flux above the energy E
normalised to the AGASA spectrum (left panel) and to the HiRes spectrum (right panel).
The pink regions show the range of GZK photon fractions expected if only nucleons are
produced at the sources. Predictions from ZB, TD, SHDM, along with experimental upper
limits from AGASA and Haverah Park are also shown. From [63].
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1.4.3 Lorentz invariance violation

At the highest energies there might be a departure from strict Lorentz invariance as sug-
gested in [44]. A term connected to Lorentz invariance violation (LIV) would increase the
energy threshold for the formation of the ∆ resonance in the GZK process (see Eq. 1.17).

4ǫ ≥ (c∆ − cp)E +
(m2

∆ + m2
p)

E
, (1.27)

where δ = (c∆−cp) is the Lorentz invariance violating factor, ǫ is the CMB photon energy
and E the proton energy.
If δ 6= 0 the equation becomes quadratic in E and it’s solvable for δ ≤ ǫ/Eth that is the
energy threshold of the process in the Lorentz invariant case.
At the critical value δ∗ = ǫ/Eth ∼ 10−25 the energy threshold value is doubled. This
term brings then to suppression or forbids the inelastic collisions of nucleons with mi-
crowave background photons. Therefore the energy spectrum of UHECRs may extend
above 1020 eV without the predicted GZK cutoff and with the sources of these particles
at cosmological distances.
Since the departure from Lorentz invariance is too small to be detected at accelerator
energies, an experimental confirmation, by cosmic rays experiments, that GZK processes
occur at the expected thresholds, would allow to put strong constraints on such effects.
Regarding the electromagnetic sector, the key process is the pair production by high-energy
gamma-rays on the CMB (see Eq. 1.25). This could be highly suppressed or forbidden in
the LIV scenario, where the energy thresholds are affected by dispersion factors as:

ω2 = k2 ± ξnk2(k/MPl)
n , (1.28)

where ω and k are the component of the photon quadrimomentum, MPl ≃ 1019 GeV is
the Plank mass. Non zero dispersion terms would lead to a significant higher fraction
of gamma-rays in the cosmic ray flux, at energies around ∼ 1019 eV, that should be
detectable.
Current limits to the photon fraction in the ultra-high energy cosmic ray flux can already
significantly constraint the LIV dispersion factors to ξ1 < 2.4 · 10−15 and ξ2 < 2.4 · 10−7,
several order of magnitude lower values compared to previous limits [61].
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UHECR detection

Due to the low flux, of the order of one particle per m2 per year at energies above 1015 eV,
direct detection of cosmic rays becomes unpractical. The effective area of the detectors,
mainly space based, is too low to compensate the steeply falling spectrum.
The first experimental observation of what he named the “extensive cosmic-ray showers”,
has been claimed by Pierre Auger in 1939 [13]. He and his collaborators detected co-
incident signals in counters increasingly displaced at different altitudes, and proved the
existence of penetrating primary particles of an energy of the order 1015 eV.
Since then, the increasing interest and a parallel development of the experimental tech-
niques allowed the detection and study of the highest energy cosmic particles. Large arrays
of detectors, fulfilling the requirements on the aperture and the efficiency, have been de-
signed to sample the particle densities on ground. Moreover, the longitudinal development
of the EAS, can be observed by detecting air-fluorescence light produced by the passage
of shower particles through the atmosphere. A new generation of detectors exploits the
emission of coherent signals in the radio frequencies, or acoustic waves during EAS devel-
opment.
The combination of different techniques in a single project, allowing independent measure-
ments and detector cross calibration, represents the key solution to overcome experimental
uncertainties and increase the measurements accuracy.
In this chapter we recall some general characteristics of extensive air showers, in particu-
lar section 2.2 is focused on photons as EAS primaries, then we present the experimental
techniques to detect ultra-high energy cosmic rays.
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2.1 Physics of extensive air showers

When they enter the top of the Earth atmosphere, ultra-high energy cosmic rays induce,
by interaction with air nuclei, a cascade of secondary particles, namely an extensive air
shower (EAS). The cascade develops traversing the atmosphere until it reaches a maximum
number of particles at a depth, which depends on the primary energy and composition.
When the energy of the secondary particles falls below the threshold for further particle
production, the shower is attenuated and the deposited energy decreases.
The EAS can be schematically thought as a sum of three components, namely the elec-
tromagnetic, the muonic and the hadronic component. The core of the shower consists
of high-energy hadrons which feed the electromagnetic and muonic components mainly
via pion production and decay. The neutral pions immediately decay into 2γ (decay
length ∼ 10−6 cm), which initiate an electromagnetic cascade via pair production and
Bremsstrahlung. At each hadronic interaction almost one third of the energy is trans-
ferred to the electromagnetic component.
The charged pions, with a much higher decay length (∼ 780 cm), can decay or re-interact,
depending on their energy. A fraction of the primary energy is lost, mainly into neutrinos.
A toy model for the development of electromagnetic cascades was suggested by Heitler [72].
He assumed particles of the same type interacting at length λ. After every interaction
length the number of particles is doubled and the energy is then E0/2n, see Fig. 2.1 left
panel. The development stops when the particles in the cascade reach a critical energy Ec

where the interaction cross-section for Bremsstrahlung significantly drops. Energy is then
mainly lost by ionization and the number size of the shower decreases.
The maximum number of particles in the shower is then the ratio of primary energy
and critical energy, Nmax = E0/Ec. The depth of shower maximum is obtained by
determining the number of interaction length for which the energy is reduced to Ec,
Xmax = λ ln (E0/Ec). Even neglecting the details these two results account for the macro-
scopic characteristics of the electromagnetic dominated showers.
A key quantity, independent of primary energy, (it turns out to be sensitive to the primary
composition) is the elongation rate, defined as:

Dγ ≡ dXmax

d log10 (E0)
= ln (10)

dXmax

d ln (E0)
≃ 2.3 λ . (2.1)

The radiation length in air is λr ≃ 36 g cm−2 which yields an increase of the depth of
shower maximum of 85 g cm−2 per energy decade.
To model a shower induced by hadrons a similar simple approach is adopted. A sketch of
the model is shown in Fig. 2.1, right panel. The atmosphere is divided in layers of fixed
thickness λi ln(2), where λi is the interaction length of strongly interacting particles. A
good approximation for interactions below 105 GeV gives for pions in air λi ∼ 120 g cm−2 .
Thus the hadronic component carries a large fraction of the shower energy much deeper
in the atmosphere with respect to the electromagnetic component.
The primary energy is divided in nπ charged pions and Nmax electromagnetic particles in
sub-showers. It energy can be written as:

E0 = EcN
max
e + Eπ

c Nµ ≈ 0.85 GeV(Ne + 24Nµ) . (2.2)

Typical values for the critical energies are Ec = 85 MeV, Eπ
c = 20GeV; the electromagnetic

fraction is ∼ 90% at 1017 eV [96].
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Figure 2.1: Left: schematic view of an electromagnetic cascade, following the Heitler model
at each interaction length the number of particles doubles and the energy is E0/2n. Right:
sketch of the hadronic cascade, dashed lines indicate neutral pions and solid lines charged
pions (at level 2 only). From [96]

The electron and muon number as a function of primary energy can be derived as:

Nµ ≈ 104

(

E0

PeV

)0.85

Ne ≈ 106

(

E0

PeV

)1.03

. (2.3)

Assuming that only the first generation of neutral pions contribute to the electromagnetic
component, if nπ is now the number of charged pions produced in the first interaction
occurring at depth X0 = λi ln(2) (function of the primary energy E0), we have for the
depth of shower maximum:

Xmax = X0 + λr ln

(

E0

(3nπ)Ec

)

. (2.4)

The estimate is far from being exact, underestimating the Xmax , since the interactions
after the first are neglected. The inelasticity factor, i.e. the fraction of energy carried
away in the collision by the leading particle, is also not considered. However with this
approximation we can fairly derive the elongation rate for a proton as:

Dp = Dγ +
d

d log10 (E0)
(X0 − λr ln (3nπ)) . (2.5)

The reduction in the elongation rate, now ∼ 58 g cm−2 per decade , is due to two different
effects: the higher multiplicity connected with nπ and the increasing cross-section which
reduces X0.
To model the interactions of a cosmic ray nucleus with the atmosphere the superposition
model can be applied. A nucleus with atomic number A and total energy E is taken as A
individual single nucleons, each with energy E/A, acting independently. The resulting air
shower is treated as the sum of A separate proton air showers starting at the same point.
We have then for the depth of shower maximum XA

max = Xp
max − λr lnA, which gives a

shallower Xmax for showers initiated by heavier nuclei. Moreover the elongation rate for
different primary nuclei can be described by a family of parallel straight lines.
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2.2 Photons as EAS primaries

Distinctive characteristics of photon initiated air showers would be a deeper position of
the shower maximum and a smaller muonic component. The delayed development of the
photon showers resulting in a higher elongation rate is a consequence of the smaller mul-
tiplicity of the electromagnetic interactions comparing to the hadron ones. The larger
interaction length for photo-nuclear and direct muon pair production with respect to the
radiation length is instead responsible for the dominant electromagnetic component. The
deviation from hadron expectations could then offer a clear signature detectable from
both fluorescence telescopes and surface detector, using the two most sensitive observ-
ables: Xmax and the rise time of the Čerenkov signal.
At the highest energies two competing mechanisms, the Landau-Pomeranchuk-Migdal ef-
fect (LPM) and the pair production and magnetic Bremsstrahlung (preshower) effect, are
operating. In case of photons the effects of LPM become already significant at an energy
of 10 EeV as shown in Fig. 2.2. The average Xmax as a function of primary energy for
simulated photons, protons and iron nuclei is plotted here together with experimental
data [91]. As derived in section 2.1, the elongation rate for hadrons is of the order of
58 g cm−2 while for photons is about 85 g cm−2 per energy decade. Above 10 EeV the
LPM effect becomes important and the shower development is even further delayed with
respect to hadrons. At energies of an order of magnitude higher and further above, the
probability of conversion in the geomagnetic field becomes significative. The electrons ra-
diate strongly, possibly initiating an electromagnetic cascade. Instead of a unique photon,
a “preshower” consisting of lower energy electrons and photons, is expected to enter the
upper atmosphere, thus resulting in a compensation of the LPM effect on the elongation
rate.
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Figure 2.2: From [132]: average depth of shower maximum as a function of primary energy
for simulated photons, protons and iron nuclei. The LPM effect and the preshower effect are
taken into account in photon simulations. For a complete reference to displayed data see [91].

20



UHECR detection

2.2.1 The Landau-Pomeranchuk-Migdal effect

The electromagnetic component of air showers is brought on by Bremsstrahlung and pair-
production. Those processes are governed by the Bethe-Heitler cross section [30]. It has
been shown [97] that the traversed medium, in case of air showers the atmosphere, can
strongly affect the cross sections suppressing both processes.
The suppressing mechanism originates from the kinematics of the two processes. For a
ultra relativistic particle the momentum transfer is in both cases small, especially in the
longitudinal direction. In terms of uncertainty principle the interaction must take place
over a long distance, the so called formation or coherence length. Interfering processes,
as multiple scattering and Compton scattering, occurring over the formation length, can
increase the momentum transfer of the particle to the nucleus of the traversed medium.
The coherence length is then reduced and the process suppressed. The effective radiation
length is then increased resulting in a slower development of the shower and in much larger
shower to shower fluctuations.
The energy threshold for LPM depends on the density and temperature of the traversed
medium. For photon primaries in the high atmosphere LPM begins to be important at an
energy of about 10 EeV and the effect even increases with increasing atmospheric depth.

2.2.2 The preshower effect

Photon primaries with energy above 1019 eV, have a large probability to convert into an
electron-positron pair in the magnetic field of the Earth before entering the atmosphere.
Since the relevant parameter is the product Eγ B⊥, where Eγ is the primary photon
energy, B⊥ the transverse component of the geomagnetic field, this effect is expected to
depend on the direction of observation with respect to the Earth frame.
The rate of occurring pair production can be expressed as

αpp (χ) =
α mec

2~

B⊥

Bc
T (χ), (2.6)

where α is the fine structure constant and Bc ≡ m2
ec

3/e~ ≃ 4.4 · 1013 G is the natural
measure for magnetic field strength [51]. T (χ) is a function of the following dimensionless
parameter:

χ =
Eγ

2 mec2

B⊥

Bc
, (2.7)

which can be approximated by 0.46 · exp(−4/3χ) and 0.60 χ−1/3, for χ ≪ 1 or χ ≫ 1
respectively [80]. Thus the probability for conversion over the distance R is:

Pconv (R) = 1 − exp

[

−
∫ R

0
αpp(χ(r))

]

. (2.8)

Considering a transverse field of ∼ 0.1 G, the conversion probability in the magnetosphere
starts to become significative for energies of the order ∼ 1019 eV and increases quickly
towards higher energies. At medium latitudes, a photon of energy above 1020 eV, converts
almost surely before entering the atmosphere, except in a cone of 30◦ around the direction
of the local field. Such a dependence, if observed in cosmic ray experiments, could be a
very strong signature of primary photons.
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Figure 2.3: Left panel: conversion probability for photons in the geomagnetic field, as a
function of primary energy, calculated for two different directions with respect to the local
geomagnetic field of the Pierre Auger Observatory [80]. Right panel: spectrum of preshower
particles produced in simulations for the Fly’s Eye event [129]; the right curve is the spectrum
weighted for energy.

Due to the strong decrease of the field with altitude, the probability per unit of length
increases rapidly along the trajectory. As a consequence, a EHE photon will produce a
pair at high altitude, depending on the strength of the local field, and on the direction of
incidence with respect to the field. Typical values for the conversion altitude above the
Earth surface, at energies of 1020 eV, are around a few thousand km.
The electrons produced at those high energies radiate strongly in the Earth magnetic field.
The resulting photon spectrum has a significative extension over several decades below the
primary energy Eγ . If the product Eγ · B⊥ is large enough, the most energetic photons,
radiated by the first pair, produce secondary e+ e− pairs before entering the atmosphere.
An electromagnetic cascade can then develop, as long as the photons are radiated with
enough energy to convert in the local field. Finally, this “preshower” which enters the
atmosphere, consists of one or a few electron-positron pairs with energy around 1018 eV,
and a large number of photons with energy below a few 1019 eV, which carry most of the
initial photon energy.

2.2.3 Photonuclear cross section

The extensive air showers induced in the atmosphere by primary photons are dominated
by the electromagnetic component, but contain also a hadronic/muonic component. The
dominant process for muon production in an electromagnetic cascade is photo-production.
The reaction products are essentially like those of a pion-nucleus interaction. Muons
originate from the decay of the produced pions and kaons in the resulting hadronic sub-
showers.
The cross-section for photo-production has been measured up to 104 GeV for the incident
photons in the laboratory frame. In Fig. 2.4 data and extrapolations for the photonuclear
cross-section, σγ p, are plotted (from [15]). A more extreme parameterization giving
σγ p ∼ 10 mb at the highest energies has been also proposed [48].
Above the resonance region the cross section is ∼ 100 µb per nucleon, and rises slowly for
photon energies above 10 GeV. The corresponding cross-section on air nuclei is ∼ 1.1 mb,
obtained scaling σγ A ≃ Aβσγ p, with β ∼ 0.9.
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Figure 2.4: Data and extrapolations of the photonuclear cross-section σγ p at the highest
energies. For references see [131].

The ratio of the photohadronic cross-section to the pair production cross-section gives the
relative probability of a hadronic interaction:

Q =
σγ → hadrons

σγ → e+ e−
≃ 2.8 · 10−3, (2.9)

which grows with the incident photon energy because of the rise in the photo-production
cross section, and it is expected to be ∼ 10−2 at 1019 eV.
A positive change in the photonuclear cross-section value influences the rate of transferring
energy to hadrons enhancing the production of secondary muons. Moreover the depth of
shower maximum is decreased, resulting in a shower with more hadron-like characteristics.
In case of a photonuclear interaction occurring as the first place in the atmosphere, the
resulting shower would be hardly distinguishable from an hadronic cascade.
The relative probability of photo-production is further enhanced at ultra-high energies
when the LPM effect takes place. Further details about the impact of the photonuclear
cross-section on shower phenomenology and the consequences on showers simulations, are
discussed in [131].

2.3 EAS detection techniques

2.3.1 Fluorescence telescopes

As the primary cosmic ray enters the atmosphere and the secondary cascade develops,
the ionizing particles in the shower produce light by exciting the 2P and 1N band sys-
tems of N2 and N+

2 molecules. The spectrum is mainly emitted in the wavelength region
300÷ 400 nm, a range in which atmospheric absorption is minimal. The fluorescence pho-
tons are emitted isotropically along the shower track, resulting in a spherical light source
moving approximately at the speed of light. The fluorescence yield is approximately 4
photons per meter per ionizing particle and depends on particle energies and atmospheric
pressure. Precise measurements of the air-fluorescence efficiency are crucial to increase
the accuracy of the primary energy determination.
The first experiment which successfully made use of this technique is the Fly’s Eye [16],
followed by HiRes [33] and lately by Telescope Array [147]. A fluorescence telescope con-
sists of mirrors which collect the photons and focus them on an array of photomultiplier
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tubes (PMTs). While traversing the telescope field of view, the shower produces a charac-
teristic pattern of triggered pixel, which identifies the shower-detector plane (SDP). The
PMTs signal charge as a function of time is recorded. The typical sampling time is of the
order 100 ns.
This information is then used to fix the shower geometry inside the SDP and, after cor-
recting for atmospheric attenuation, to determine the longitudinal shower profile, defined
as the number of ionizing particles as a function of atmospheric depth.
The parameterization of the longitudinal shower development of hadronic showers as a
function of the depth of first interaction, size and depth of shower maximum, as derived
by Gaisser and Hillas [60], can be written as:

N (X) = Nmax

(

X − X0

Xmax − X0

)

(Xmax−X0)
λ

· exp

[

(Xmax − X)

λ

]

, (2.10)

where X0 is the depth of first interaction, main source of shower-to-shower fluctuations,
and λ ∼ 70 g cm−2 energy dependent. The integral of this profile is proportional to the
primary shower energy and the proportionality constant is largely independent of the
hadronic physics at the primary interaction. The “calorimetric” energy can be derived as:

Ecal = α

∫ ∞

0
N (X) dX , (2.11)

where α is a constant that expresses the average rate of energy loss for ionization in the
shower and is ∼ 2.2 MeV/g cm−2 . Actually this number should equal the ratio between
critical energy and radiation length. A correction for missing energy, the “invisible” energy
fraction carried mainly by neutrinos and high-energy muons, has then to be applied. The
correction depends on the primary energy and particle type. In Fig. 2.5 (left panel) the
fraction of calorimetric energy to primary energy, Ecal/E0, is plotted as a function of Ecal

for protons and iron nuclei at different zenith angles. The right panel shows the simulations
result adopting different hadronic interaction models. In case of nuclear primaries, the
correction amounts to 7÷ 14%, with a slight dependence on zenith angle and a significant
dependence on primary energy and hadronic interaction model [18]. For photon primaries,
the missing energy fraction is much smaller and amounts to ∼ 1%, see also [113].
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Figure 2.5: Left panel: ratio of calorimetric energy to primary energy Ecal/E0 as a function
of Ecal for protons and iron nuclei at different zenith angles. Right panel: dependence on the
different hadronic models. From [18].
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Fluorescence signal

The expected fluorescence signal at the detector aperture is given by:

Nγ = Ne · Y · c ∆t · Qe ·
A

4πr2
· exp

[

− r

r0

]

, (2.12)

where Y is the fluorescence yield, c∆t is the track element viewed in the integration time
∆t, Qe is the quantum efficiency of the optical devices and A is the telescope diaphragm
area. The exponential term account for the atmospheric transmission.
The background signal due to the night sky is:

Nbg = Ibg · ∆t · A · Qe · (∆θ)2 , (2.13)

where Ibg is the night sky intensity (in photons/m2/sr/µs). The signal to noise ratio is
then:

Nγ
√

Nbg

= Ne · Y
c

4πr2
·
√

∆t Qe A

Ibg∆θ
· exp

[

− r

r0

]

. (2.14)

To optimise the signal to noise ratio, a large collection area equipped with small viewing
angle and high efficiency optical devices, is required. The optimal signal integration time
window must also be derived by a study of the typical signal durations.

2.3.2 Surface detector arrays

Simple detectors or counters organised in arrays, can sample the energy deposit or the
number of particles produced by a primary cosmic ray in an extensive air showers at a
given observation level, i.e. the EAS footprint.
The parameters which characterise this type of detection are the observation level, the
array surface and the detectors spacing. The site altitude determines at with atmospheric
depth the average longitudinal development of the showers is studied, for instance close or
above the shower maximum. The geometric area is related to the events rate expected at
a given energy and has to match the dimensions of the cascades. Since large areas cannot
be fully equipped with devices, the detectors spacing must be optimised to guarantee an
efficient sampling of the particles densities in order to reconstruct accurately the primary
energy.
The particle density as a function of distance from the core, is typically measured with
plastic scintillators or Čerenkov detectors. The direction of the shower axis is at first
determined by fitting the hit time pattern assuming a planar shower front. The lateral
distribution function, corrected by zenith angle effects, can then be fitted in order to es-
timate the primary energy.
There are significant fluctuations in the position of depth of shower maximum for an event
with the same energy and atomic mass. Hillas [23] proposed a method to reduce the
influence of shower development fluctuations on the determination of shower energy by
ground array experiments. The method relies on the fact that particles at distances of
500 ÷ 1000 m from the core of the EAS have been most likely produced at shower max-
imum. Since the shower size at maximum, Nmax, is proportional to primary energy and
the fluctuations are minimised in this stage of shower development, a measurement of the
density far away from the core should give more accurate results.
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The lateral distribution of particles is mainly determined by Coulomb scattering of the
dominant electromagnetic component and can be approximated by the Nishimura-Kamata-
Greisen (NKG) function [68][84]:

ρ(r) = k

(

r

rM

)−α (

1 +
r

rM

)−(η−α)

, (2.15)

where rM is the Moliere radius ≈ 78 m at see level for low energy particles; η, α are
parameters determined experimentally and k is proportional to shower size.
The lateral distribution of muons and their number, depends on the distribution of charged
pions produced in the hadronic interactions, and on the likelihood of their decays. High
energy muons are produced most likely at low depths from the decay of high energy pions,
thus they reflect processes occurring in the early development of the cascade. The muon
content of the EAS at ground level depends on the nature of the primary. Thus, surface
arrays with the capability to distinguish muons from electrons and photons are sensitive
to the primary cosmic ray composition.

Figure 2.6: Left: particle density at ground for the highest energy event recorded by the
surface array of Volcano Ranch [95]. Right: longitudinal shower profile of the highest energy
event recorded by the fluorescence telescope of Fly’s Eye [34].

2.3.3 Radio and acoustic detection

In addition to these “classic” detection techniques, it may also be possible to exploit the
radio frequency (RF) pulses generated by air-showers. CR showers induce radio pulses
through several mechanisms, the dominant process is coherent synchrotron emission by
the electron-positron pairs propagating in the Earth magnetic field.
Radio pulses of about 20÷100 MHz, coincident with EASs were first measured in 1966 [20].
Recently the Low-Frequency Array (LOFAR) [54] has been proposed in the context of next
generation digital telescopes. This device consists of around 100 stations of 100 dipoles
antennas distributed over a region about 400 km in radius. According to the cited work,
LOFAR should be able to observe events up to 1020 eV at a rate of the order of 1 per year.

26



UHECR detection

The CR energy range for which one achieves both a reasonable signal-to-noise ratio and
a reasonable event rate depends on the number of dipoles actually employed. A single
LOFAR-type station of about 100 dipoles, for example, would be useful for measurements
in the range 1015 ÷ 1017 eV; To study different station configurations and optimise the
detection performances, a prototype station, has been setup since 2003 at the KASCADE
experiment site, see [82].
The main advantages of radio detection compared to other techniques are that radio
signals are not absorbed nor deflected on their path, and the amplitude of the signal is
proportional to the primary energy of the incoming particle. Moreover the duty cycle is
in principle 100%, which guarantees a large data volume necessary for statistical analysis.
An array of about 20 km2 to be deployed at the Pierre Auger site, is currently in R&D
phase, see [155]. Studies for an extension of the surface array located on top of the IceCube
detector are underway [86].
Another technique which is now being explored, expecially in combination with large scale
neutrino telescopes under the sea or ice, is based on acoustic sensors. They detect the
signals produced by high-energy particle cascades which for short time heat the traversed
volume. This effect, leading to a pressure pulse with amplitude dependent on primary
energy, was suggested by Askaryan [12] already in 1957. The acoustic signals have a range
1 ÷ 100 kHz with peak frequency at about 30 kHz.
The absorption length for acoustic waves with this frequency in sea water is at least an
order of magnitude larger than that of Čerenkov radiation. Therefore acoustic signals
can be detected at larger distances (∼ 1000 m) with respect to Čerenkov light. Current
tests of detector prototypes along with studies of the background are underway at various
sites [39] [38], see [102] for a detailed review.
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Chapter 3

Overview of experimental results

Is the GZK cutoff present?
At what energy does it occur?
How steep is the falloff above the cutoff?
What is the energy of the ankle?
What are the power law indices below and above it?
What is the composition as a function of energy?
Is it heavy or light?
Can we see a transition region?
Is the transition at the ankle or lower in energy?
What is the cause of the second knee?
Is the second knee a galactic feature or an extragalactic feature?
What are the sources of the highest energy cosmic rays?
Is there anisotropy in the cosmic ray flux that points to sources?
Is there large-scale anisotropy related to galactic magnetic fields?

P. Sokolsky
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3.1 Spectrum and composition

UHECR spectra compilation

Figure 3.1: Measurements of the cosmic ray energy spectrum at the highest energies by
different experiments. The flux is multiplied by E3 to enphatise the positive slope in the
ankle region. Data are plotted for AGASA [146], HiRes [78] and for the Pierre Auger Ob-
servatory [110] [133] [161]. HiRes measures the ankle at ∼ 1018.65 while the GZK feature
appears at ∼ 1019.75. PAO confirms this measurements. AGASA data are under a process of
reanalysis. Discrepancies between data are evident, however uncertainties of the order 20% in
energy scale must be accounted for.

UHECR spectra rescaled

Figure 3.2: Same plot but with AGASA spectrum scaled down by 15% and PAO spectrum
scaled up by 15%, from [85]. This shows agreement within the uncertainties on the overall
energy scale (22% for Auger [47]).

30



Overview of experimental results

UHECR spectra measured by the Pierre Auger Observatory
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Figure 3.3: Measurements of the cosmic ray energy spectrum at the highest energies by the
Pierre Auger Observatory (flux multiplied by E3). The surface detector array data at zenith
angles below 60◦ [133] (black filled triangles) and larger than 60◦ [53] (blue open triangles).
The hybrid spectrum [110], extending the threshold at lower energies, is also shown (red open
circles). Arrows indicate 84% c.l. upper limits.

UHECR spectrum measured by the PAO Fluorescence Detector

Figure 3.4: Spectrum measured from the Pierre Auger fluorescence detector (FD-mono) [62],
along with data from HiRes [78], KASCADE [9], KASCADE-Grande [87] and Auger combined.
Agreement is found within the experimental uncertainties.

31



Chapter 3

Testing astrophysical models
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Figure 3.5: The combined Auger energy spectrum multiplied by E3, together with a fit with
a broken power law [161]. Predictions of two astrophysical models (blue and red lines) are also
shown [3]. The input assumptions of the models (mass composition at the sources, sources
distribution, spectral index and exponential cutoff energy per unit charge at the acceleration
site) are indicated in the figure. Precise measurements of the composition before the ankle
are needed to discriminate between the models, see also [29].

Mixed composition fit

Figure 3.6: Contribution to the spectrum of different elements classes. GZK suppressions
can be seen around 1019 eV for He and 2 · 1019 eV for the CNO group. The dotted line shows
the contribution of the secondary low mass nuclei (protons and He) resulting from the photo-
dissociation of heavier nuclei. Their contribution is responsible for the bump in the spectrum
around 5 · 1019 eV. From [3].
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Measurement of the UHECR composition

Figure 3.7: Mean depth of shower maximum, Xmax , as a function of energy, for data from
the Pierre Auger Observatory along with previous results from Fly’s Eye and HiRes [154]. An
unexpected trend towards a heavier composition at the highest energies seems to appear in
the PAO data, however within the quoted uncertainties the experiments still agree.

Estimate of the composition change: Pierre Auger
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Figure 3.8: Mean Xmax as a function of energy, the Auger “elongation rate”. The number of
hybrid events in each energy bin is indicated, and the predictions for pure proton and pure iron
from different hadronic interaction models are shown for reference. The dashed line denotes
a fit with two constant elongation rates (71± 5 and 40± 4g cm−2 /decade) and a break-point
at∼ 1018.35 [154]. A mixed composition is favored, a transition towards light elements at the
highest energies is not confirmed.
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3.2 Limits to photons and neutrinos

Limits to the photon fraction in cosmic rays

 [eV]0E
1910 2010

 [%
]

0
P

ho
to

n 
F

ra
ct

io
n 

fo
r 

E
>

E

1

10

100

SHDM
SHDM’
TD
Z Burst

)
0

Limit (E>E

A

A
A2

HP HP
AY

Y

Y
FD

limits at 95% CL

Figure 3.9: Experimental upper limits to the photon fraction in the integral cosmic ray flux
(95% c.l.) for Auger SD (Limit E > E0) [21], Auger Hybrid (FD) [119], AGASA (A) [141]
and (A2) [130], Haverah Park (HP) [14], Yakutsk data (Y) [65], and a combination of AGASA
and Yakutsk data (AY) [134][66]. Also shown the theoretical expectations from different
non-acceleration models(ZB, SHDM, TD from [63] and SHDM’ from [49]), assuming a spec-
trum without flux suppression above EGZK, see also [132]. Top-down scenarios are strongly
constrained.

Limits to the diffuse flux of neutrinos
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Figure 3.10: Upper limit to the tau neutrino diffuse flux (90% c.l., E−2) derived with data
of the Pierre Auger Observatory [35]. For the other experiments see references therein. The
PAO sensitivity to Earth skimming or very inclined neutrino events is expected to increase,
possibly reaching the expected flux from GZK neutrinos.
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3.3 Inelastic proton-air cross section

Figure 3.11: The range of cosmic ray experiments extends beyond the energy of the LHC,
thus they provide significant and complementary information. New measurements of the
proton-air inelastic cross section based on cosmic rays data are shown [50]. Data from [17][81],
corrected by [37], [26], for other references see [150].
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3.4 Anisotropy studies

Search for large scale anisotropies: the AGASA map

Figure 3.12: Significance map with angular size 20◦, a 4 σ excess can be seen near the
direction of the Galactic Center. In contrast, near the direction of anti-Galactic Center a
deficit in the cosmic ray intensity of 3.7σ is found. An event excess from the direction of the
Cygnus region is also seen in the significance map at the 3 σ level [2].

Search for excess in the Galactic Center region: Pierre Auger Observatory

Figure 3.13: Map of the cosmic rays overdensities in the Galactic center (GC) region in
circular windows of 5◦ radius, for Pierre Auger array data with energies in the range 1017.9 ÷
1018.5 eV. The GC is marked with a cross and the Galactic plane with the solid line. The
large and small circles indicate the regions of the AGASA excess and the SUGAR excess. The
picture from the Pierre Auger Observatory data is consistent with what is expected from the
fluctuations of an isotropic sky [149].
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Correlation of the highest energy events with nearby extragalactic objects:
are UHECR protons from AGNs ?

Figure 3.14: Correlation of the highest energy cosmic rays with nearby extra-
galactic objects [116]. Sky map in galactic coordinates with circles of radius 3◦ centered at
the arrival directions of 27 cosmic rays with reconstructed energies above 57 EeV detected by
the Pierre Auger Observatory. The positions of 472 AGN at distance < 75 Mpc following the
Vèron-Cetty catalogue of quasars and active galactic nuclei, are indicated by asterisks. The
solid line draws the border of the field of view for the southern site of the Observatory shaded
bands indicate regions of equal integrated exposure. Centaurus A, one of our closest AGN, is
marked in white. 20 out of the 27 observed events correlate with at least one of the selected
AGN, while only 5.6 are expected for the case of a isotropic distribution. The probability to
achieve this level of correlation starting from an isotropic distribution is 4.6 · 10−9. This is a
strong indication that AGN may be the sources of UHECR. The energy threshold at
which the correlation is larger coincides with the measured flux suppression above 1019.5 eV,
thus, an association with the origin in nearby objects, is consistent with the GZK cutoff.
Moreover within energy scale uncertainties a light primary composition is highly favored.
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The Pierre Auger Observatory

The challenging aim of the Pierre Auger Observatory (PAO) [124] is to give an answer to
the questions on nature and origin of the highest energy cosmic rays, well above 1018 eV.
It will measure the energy, arrival direction and mass composition of the UHECR with
unprecedented statistical and systematic accuracy.
Conceived to be the largest cosmic ray detector, it will consist of two experimental sites,
one already in operation in the southern hemisphere, and one to be built in the northern
hemisphere, thus providing full sky coverage. The distinctive feature of the project is
to combine the most advanced detection techniques in a hybrid solution, thus allowing
cross-correlation of independent measurements and reducing systematic uncertainties.
The Pierre Auger Collaboration has gathered at present more than 70 institutions from
17 countries, together around 300 scientists and 100 technicians.
After a first engineering phase, the southern site, located in Malargüe Argentina, is taking
reliable data since 2004, and has now almost completed the construction phase reaching
its final aperture. Together with the northern site will be soon complete and extend
the cosmic ray investigations, possibly opening a new window for astronomy and particle
physics.

4.1 The Pierre Auger Observatory: a hybrid detector

The Pierre Auger Observatory is the answer to the need of synergy between the most
advanced techniques in UHECR detection, in order to combine and enhance the single
detector capabilities, achieving the best possible experimental accuracy.
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Figure 4.1: Left: map view of the southern Pierre Auger Observatory status in September
2007. The 24 fluorescence telescopes are fully in operation and currently 1500 of the 1600
Čerenkov tanks are deployed (shaded area), completion is scheduled by the beginning of 2008.
Right: exposure above 1019 eV as a function of time for Auger South (red line) and Auger
North (blue line) and the combination of the two (black line); also shown is the exposure for
the Telescope Array (black dotted line), from [105].

The advantages of this concept have been described in detail in [142]. The ground array
provides a huge collecting area with an easily calculable aperture and a 100% duty cycle.
It measures the primary energy in relation to the particle density at 1000 m from the
shower core.
The fluorescence detector operates in clear moonless nights, for a total duty cycle of the
order of 10%. The fluorescence measurements determine the shower energy in an inde-
pendent way, integrating the size or energy deposit profile in the atmosphere. Thus it can
provide an accurate conversion to connect the particle density on ground with the primary
energy, almost independent from model uncertainties.
The current layout of the Pierre Auger Observatory is shown in Fig. 4.1, left panel. The
position and field of view of the FD eyes surrounding the array is displayed, dots mark
the SD tanks, the light blue shade indicates the deployed area. The map refers to August
2007 with a deployed fraction of ∼ 85%, completion is scheduled by the end of 2007.
Fig. 4.1, right panel, shows the exposure above 1019 eV as a function of time for Auger
South (red line), Auger North (blue line) and the combined exposure. The Telescope Ar-
ray exposure is shown for comparison (black dotted line), from [105].
We summarise briefly here the characteristics of the PAO detector, with particular atten-
tion to the FD-hybrid. For further technical details see [114][115].

4.1.1 The surface array (SD)

The surface array (SD) [145] of the southern site of the Pierre Auger Observatory consists
of 1600 Čerenkov detectors spaced by ∼ 1.5 km on a triangular grid covering a total area
of ∼ 3000 km2. The structure is designed to have high-level performance in highly varying
climate conditions and extreme temperature (−15 ÷ 50 ◦C), typical of the semi-desertic
areas.
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Figure 4.2: Left: array view of the triggered tanks (top panel) and longitudinal profile
measured by the fluorescence detector (bottom panel). Right: FD camera view of a hybrid
event. The shower detector plane is indicated by the solid line, the squares represent the
triggered SD tanks. From [98].

The configuration has been optimised in order to have a fully efficient detector at an
energy of ∼ 1019 eV. The altitude of the site in grammage is ∼ 870 g cm−2 , just above
the shower maximum for protons of energy ∼ 1020 eV.
The accuracy in determination of the primary direction is 0.6 ÷ 1.5◦, improving with
increasing energy. The energy resolution is of the order of 10 ÷ 12%.

Signal detection

The Čerenkov tanks have a collection surface of ∼ 10 m2 for a heigth of 1.2 m, containing
12 tonnes of pure water. The large surface allows detecting particles even at low densities
(∼ 1/m2) with good statistical precision. The tank heigth is designed to absorb almost
completely the electromagnetic component, and to optimise the muon pulse amplitude.
Moreover the lateral cross-section increases sensitivity to very inclined showers. They are
equipped with three 9 inches photomultiplier tubes (Photonis XP1805), viewing the tank
from above. The dynamic range is matched by two different gain channels, a low gain
channel connected to the anode and an amplifying stage connected to the last dynode.
Typical signals extend over a few microseconds, but duration and amplitude vary strongly
as a function of distance from shower core. Young and vertical showers have the largest
spread, both in intensity and in duration, due to the fact that the electromagnetic com-
ponent is still detectable. Old or very inclined showers have smaller densities near to the
core and the pulse is shorter at all distances, as it is mainly due to the muonic component.
The readout is performed by digital electronic modules, FADCs, with 400 MHz sampling
rate and 10 bits resolution. The stations host a GPS receiver to synchronise triggered data
and a radio communication system, which sends data to the central data acquisition sys-
tem (CDAS). Independent power supply (about 10 W) is provided by batteries recharged
by solar panels. A sketch of the SD tank is shown in Fig. 4.3, left panel.
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Trigger modes

Two first level triggers are used: a simple threshold trigger (ThT) and time-over-threshold
(ToT) trigger. In addition, a muon trigger allows for recording continuous calibration data.
The ThT is a 3-fold trigger with a threshold at 1.75 VEM (Vertical Equivalent Muon) on
each PMT. It is designed to trigger over fast signals, induced for instance by the muonic
component of very inclined showers. The ThT trigger rate is ∼ 100 Hz.
The ToT trigger requires 12 FADC bins with signals larger than 0.2 VEM in a sliding
window of 3 µs in each of 3 or more detectors in a compact configuration. It efficiently
triggers on the shower particles far away from the shower core, avoiding single muons.
After a few months the average rate of ToT is stable, at the level of 1.6 ± 1Hz.
The on-board second level trigger (T2) is devoted to select physics triggers to be then
sent to the CDAS, all the ToT are promoted , while only the 3-fold coincident ThT with
threshold 3.2 VEM pass. The final rate of T2 triggers is ∼ 20 Hz.
At the CDAS, second-level triggers are promoted to third-level trigger in case 3 stations
have passed the ToT or 4 stations have a second level trigger in particular time space
configurations, related to the event compactness. These events fill the SD data stream,
from which the real showers are then extracted. The “shower conditions” are: compactness
of the triggered tanks and sufficient time duration. This rejects spurious events with an
efficiency of 99%.
The FD can also drive the third level trigger in hybrid mode. The surface array is then
triggered in a sub-threshold mode, and the tanks can be matched in time and position,
adding crucial information for the geometry reconstruction. This extends the detector
efficiency and the reconstruction capability to energies well below 1018 eV.
The probability of a trigger depends on energy and zenith angle of the primary particle.
It is derived from measurements in station pairs or obtained parameterising for each event
the lateral distribution function from the signals in all triggered stations. The stability
and uniformity of the trigger rates is crucial for aperture calculations.

Surface detector calibration

The SD calibration is performed using muons, which give in the PMTs an average signal of
∼ 95 photoelectrons. The pulse rise time is about 15 ns. The trigger rates are adjusted to
have gain uniformity at the level of ∼ 6% between the photomultipliers. The measurement
of the muon charge spectrum allows to derive the charge value for the Vertical Equivalent
Muon, from which the calibration is inferred for the whole dynamic range.
The daily variation of atmospheric temperature due to day-night effect are larger than
20◦C. Temperature is measured on the PMT bases, on the electronics board, and on the
batteries. Typical day-night variations are of the order of 2 ADC counts for the muon
peak. They also affect the ToT trigger, so careful monitoring and correction is crucial for
data analysis.

4.1.2 The fluorescence detector (FD)

The SD is overviewed by the fluorescence detector (FD) [156], consisting of 4 “eyes” each
equipped by 6 Schmidt telescopes with a field of view of 30◦ × 30◦.
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The optical system

The optical system consists of a diaphragm of 3.8 m2 aperture, the mirrors of 12 m2 area
and 3.4 m radius of curvature. An UV transmitting filter (Schott M-UG6) is installed at
the aperture to improve the signal-to-noise ratio in the fluorescence band.
To reduce optical aberrations, corrector lenses are installed and arranged in a ring around
the diaphragm. With this device the collection area of the telescope is increased while the
light spot reflected on the camera surface keeps a maximum angular size of 0.5◦.
At the focal surface the structure hosts the camera, equipped with 440 hexagonal photo-
multiplier tubes (PMTs) with inscribed diameter 1.5◦ arranged in a 22 × 20 matrix.
The PMTs (Photonis XP-3062 [112]) have a semitransparent bialkaline photo-cathode, the
quantum efficiency is about 25% or larger in the spectral band 350 ÷ 450 nm. All optical
devices have been tested at the production site and after installation. The alignment of
the mirror structure and camera, adjusted with precise laser measurements, is monitored
continuously via reconstruction of laser shots and analysis of background noise. A sketch
of the FD optical system is shown in Fig. 4.3, right panel.

FD electronics and trigger

Each PMT is equipped with a head electronics unit (HE) which provides active bias and
signal driving [40]. The active network improves linearity over the whole dynamic range
compared to a standard passive base that would need to inject a current two times larger
to obtain the same performance. The PMT signal is sent back, in differential mode, to
the Analog Board (AB), where it is filtered and amplified [11].
Each analog board serves 22 channels, thus 20 modules are installed in the front-end crate
to readout the full camera.
The AB controls the gain of the 440 channels, which are equalized via programmable po-
tentiometers to guarantee a uniform amplitude and time response.
A double gain system, the so called virtual channel has been adopted to match the dy-
namic range of 15 bit with the 12 bit FADC resolution. This system consists in a high-gain
channel per single PMT, and two low-gain channels per board, which both record the sum
of the signals in 11 non adjacent pixels. More details on this system, and its use in the
analysis, are given in App. A.
In addition the AB hosts a test pulse system, which allows to emulate fluorescence tracks,
which can be driven into the HE and then readout, in order to monitor the performances
of the full electronics chain. The electronic noise is kept below 20% of the night sky back-
ground. Accurate tests showed that both channel cross-talk and deviations from linearity
are minimal.
The analog board is connected to the digital front-end board, which hosts the first level
trigger board (FLT) and the second level trigger (SLT). Here the signals from the trig-
gered PMTs are digitized at a 10 MHz sampling rate with 12 bit resolution, and stored in
a buffer. The first level trigger threshold is adjusted to have a hit rate of ∼ 100 Hz.
The programmable logic chips (FPGAs) allow to test the events searching for different
pattern configurations in a 1 µs time window. A sliding matrix of 5 × 22 pixels scans the
full camera in 10 µs. The SLT requirement is 5 adjacent pixels with possibly only one
under threshold, as this could be for instance a bad pixel. The SLT trigger rate is at the
level of 0.1 Hz.

43



Chapter 4

Figure 4.3: Left: sketch of the SD Čerenkov tank [7]. Right: the FD optical system [114].

The mirror pc processes the SLT events in order to reject spurious triggers due to noise,
by checking the time sequence. After this step the rate is decreased of a factor 10. The
sequences are sent via LAN to the eye pc, which builds the fluorescence raw event with
the information from the telescopes that triggered. This data is stored locally and send
to the CDAS to be combined with the information from SD, if available.
The slow control system [19] handles the operational data and experimental conditions
which are stored in a local mySql database and available for the on-line monitoring, to-
gether with calibration tests and various performance parameters [128].

Fluorescence detector calibration

The calibration of the FD relates the electronic signal recorded by the FD data acquisition
system to the flux of photons of a given wavelength at the detector aperture. Two end-
to-end methods are used to determine the absolute calibration considering the system as
a whole. Relative calibration routines, calA, calB and calC, running on a nightly base,
monitor the response and stability of the different optical components.
The drum calibration is designed to provide an end to end calibration of the FD using an
illuminated surface covering the entrance aperture of an FD telescope. The light source
consists of 2 pulsed UV LEDs (375±12 nm). The LEDs are embedded in a Teflon cylinder
that sits on top of a 15 cm disk of diffusively reflective Tyvec.
Artificial tracks, generated from a 355 nm laser located ∼ 4 km from the FD, are used
to confirm the FD calibration obtained by the drum. If the energy and polarization state
of the laser beam are well known, Rayleigh scattering from the molecular atmosphere
provides an accurately calculable flux of photons arriving at a telescope aperture from
each part of the track. An advantage of this calibration method is that it produces a track
image that is very similar to the cosmic ray tracks measured by the FD.
To monitor changes in the response of the single components, a relative calibration system
has been implemented 3 different xenon flash light sources are mounted located at each FD
building. Light from each source is distributed through optical fibers to the six telescopes,
at different positions.
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The light from the calA source directly illuminates the camera through a diffuser placed at
the center of each mirror, to monitor stability and linearity of the camera response. The
calB source is reflected from the mirrors on to the camera to monitor the combined stability
of the mirror reflectivity and camera gain. Light from the C source illuminates Tyvec
targets on the inside of the telescope doors, then goes through the aperture towards the
mirror and finally to the camera. The C light source includes 5 narrow band interference
filters at wavelengths of 330 nm, 350 nm, 370 nm, 390 nm and 410 nm. This light source
monitors the end-to-end stability of the full telescopes at all 5 wavelengths.
The overall stability of the camera gain, as well as pixel to pixel variation in relative gain,
is better than 5%. The total uncertainties are kept below 10%. Further details on the
instruments and procedures can be found in [118].

4.1.3 Atmospheric models and monitoring devices

The knowledge of efficiency of fluorescence light production and atmospheric transmission
is crucial for the determination of the shower parameters. Efforts aiming to improve the
accuracy on laboratory measurements of the main variables connected with the fluores-
cence emission are ongoing. An accurate characterization of the detection volume in terms
of aerosol content, presence of clouds, suspended dust and smoke, is needed. Atmospheric
conditions can vary on short time-scales thus requiring a dedicated set of monitoring rou-
tines, see [117].
Different devices have been developed in order to study in detail the Auger “atmospheric
calorimeter”. Redundant information allows cross-checks and provides a better under-
standing of the uncertainties in data reconstruction.

Atmospheric profile models

To derive realistic models of the atmosphere, campaigns of meteorological radio sound-
ings were performed at the Auger site. Helium filled balloons equipped with radiosondes
recorded measurements of temperature, air pressure and relative humidity as a function
of altitude. Average seasonal and monthly models have been derived.
Fig. 4.4, left panel, shows the difference between average seasonal profiles, obtained from
the measurements in the Auger site, and US Standard atmospheric model. The right
panel is the impact on fluorescence yield calculated assuming the seasonal models again
compared to US Standard.
The impact on the shower development and the fluorescence production efficiency, di-
rectly affecting mass sensitivity and energy reconstruction, has been discussed in detail
in [88] [89].

Central Laser Facility

The central laser facility (CLF) [58] is located in the middle of the Pierre Auger Obser-
vatory SD array, at distances that range from 26 to 39 km from the FDs. The CLF is
equipped with a steerable 355 nm laser, producing pulses with a width of 7ns and a max-
imum energy of around 7 mJ.
Its main purpose is to measure the aerosol content of the atmosphere. The intensity of
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Figure 4.4: Left: differences in the average seasonal atmospheric depth profiles of
Malargüecompared to US Standard, from [88]. Right: fluorescence yield profiles for a 0.85
MeV electron with vertical incidence for realistic atmospheric models compared to US Stan-
dard atmosphere, from [89].

light scattered from the beam at each heigth can be used to measure the aerosol attenua-
tion from the beam to the FDs providing a measurement of vertical aerosol optical depth
(VAOD) as a function of altitude.
Shots can be steered in any direction in the sky to study the response of FD detector in
different geometry and energy configurations. Moreover a fraction of the laser light can be
injected via optical fibers into a nearby SD tank allowing systematic studies of the hybrid
geometry reconstruction accuracy, see for instance [4].

Horizontal Attenuation Monitors

The horizontal attenuation monitors (HAMs) measure the horizontal attenuation length
as a function of wavelenght. The HAM system consists of a high intensity discharge lamp,
located at the Coihueco FD building, and a receiver CCD located at the Los Leones FD
eye, about 45 km away.
The light sources emit a broad spectrum of wavelengths including the 300÷ 400 nm range
where the FDs are sensitive. A filter wheel in front of the CCD allows monitoring the
aerosol extinction coefficient at five different wavelengths. To monitor time variations,
the measurement of the horizontal attenuation length at these wavelengths is performed
hourly during FD operation.

Aerosol Phase Function Monitors

The aerosol phase function monitors (APF) [28] are designed to measure the aerosol differ-
ential scattering cross-section. Two of them are located several km from the FD building
at Coihueco and Los Morados sites. The measurement is made by firing a horizontal,
collimated beam of light from a xenon flash lamp across the field of view of an FD eye.
The parameters can be determined simply by fitting the horizontal light tracks recorded
by the FD, which contain a wide range of light scattering angles from the beam (30◦÷150◦

in azimuth).
APFs include narrow band filters to monitor the wavelength dependence of the scattering
cross section.
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Figure 4.5: Left: scattering LIDAR systems meant for measuring the extinction length can
reveal cloud layers above the FD telescopes, from [122]. Right: cloud camera mosaic pictures
arranged in a 360◦ view around the FD telescopes, from [123].

Back-scatter LIDARs

Elastic back-scatter LIDAR stations are located near each of the FD sites. Three of them
are already in operation, the fourth is currently being built at the Loma Amarilla FD
site. Each LIDAR station uses pulsed 351 nm lasers operating hourly at 333 Hz, in fully
steerable geometry configuration. Three parabolic mirrors focus the back-scattered signals
on photomultiplier tubes. Thus the measurement of the extinction coefficients and VAOD
are performed independently from the CLF, and can be cross correlated.
The station at Los Leones also includes a Raman lidar test system, detecting aerosols
and the relative concentration of N2 and O2 in the atmosphere. Moreover the LIDAR is
capable to detect cloud layers, which create significant echoes in the back-scattered light
signal. An example of a continuous scan revealing a cloud layer at 3.5 km altitude over
the station is shown in Fig. 4.5, left panel. Data is available for the collaboration at [122].

Cloud monitors

Clouds can have very large optical depths and irregular shapes, thus they may have a
dramatic and unpredictable effect on the scattering and transmission properties of the
atmosphere. Thus, to guarantee high data quality, detailed all-sky coverage maps are
necessary during regular data taking operations.
Since clouds radiate strongly in the infrared it is possible to detect them, against a much
weaker clear sky background. By accurate cross checks with other devices it is then possible
to exclude cloud disturbance on an event-by-event basis. The cloud cameras, mounted at
three of the four FD telescopes, consist of infrared digital cameras with spectral range
between 7 and 14 µm. The cameras, with a FOV of 45◦ × 35◦, are on steerable mounts
so that they can survey the entire sky and generate a full picture every 15 minutes [43].
These mosaics are available at [123].
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Figure 4.6: Left: illustration of the hybrid geometrical reconstruction technique and defini-
tion of geometrical parameters, from [93]. Right: 3D display [148] of a real event in a similar
geometric configuration. The FD pixel directions and the triggered SD tanks are shown: color
code reflects trigger time, size of the tank markers the particle density.

4.2 Details of the hybrid reconstruction

Fig. 4.6 is an illustration of the hybrid geometrical reconstruction technique. The shower
detector plane (SDP) is defined as the best fit to the pattern of triggered pixels in the
fluorescence detector camera. The geometry is completely determined by tree parameters:
the impact parameter Rp, i.e. distance of closest approach to FD, the time t0 at which
that distance is reached, and the angle χ0 between shower axis and horizontal vector.
The shower axis is determined testing the derived prediction for the arrival time at each
detector component with each trial geometry. Differences between measured and predicted
times are weighted using their corresponding squared uncertainties, summed to construct
a χ2. Minimising the value of the χ2 yields the reconstructed shower axis parameters.
The light is detected at the ith pixel at the time ti determined as:

ti = t0 +
Rp

c
tan

[

(χ0 − χi)

2

]

, (4.1)

where χi is the direction of the ith pixel within the SDP. This formula assumes instan-
taneous emission of fluorescence light and straight line propagation with vacuum speed
of light. The impact of a more realistic treatment of the emission and propagation of
fluorescence light on the geometry reconstruction has been recently discussed in [94].
The accuracy of the monocular reconstruction is limited when the measured angular speed
dχ/dt does not change much over the observed track length. This happens especially for
short tracks resulting in a small curvature in the functional form of Eq. 4.1. In this case
the three parameters fit (Rp, χ0, t0) gives a large number of possible axis configurations.
This is shown in Fig. 4.7 left panel, for the monocular reconstruction (red ellipse), not
only the uncertainties in Rp and χ0 are large, but also they are strongly correlated. The
geometry uncertainties affect directly the reconstruction of the other shower parameters,
especially the primary energy. Using the timing information of the tanks allows to break
this degeneracy and critically improve the detector resolution, as is evident from the plot
(blue ellipse). In Fig. 4.7 right panel, the correlation between trigger time and pointing
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Figure 4.7: Left: FD monocular reconstruction uncertainty (red) versus hybrid uncertainty
(blue). Using SD timing information constraints the fit breaking the degeneracy in the FD
monocular reconstruction, from [98]. Right: for a real event example, correlation of the arrival
time of the light at each triggered FD pixel with the pixel pointing direction within the shower-
detector plane. The color code reflects pixel trigger time, the SD tank with greatest signal
also included in the reconstruction (black filled square).

direction within the shower-detector plane for the triggered pixels for a real event case
is shown. Information from the SD tank with greatest signal is included in the time fit
(black filled square). Other tanks and pixels have been rejected (open squares and circles)
The accuracy of the hybrid geometry reconstruction can be checked by means of CLF laser
shots, which trigger the FD and the nearest SD tank. Results from this measurement are
shown in Fig. 4.8, from [160]. The accuracy of the shower axis angular reconstruction
is shown in left panel for the monocular FD and for FD-Hybrid fit, obtained adding the
information from the SD tank (blue shaded area). The resolution of the impact parameter
is shown in the right panel. The critical improvement of the hybrid mode, with respect to
FD only, is evident.
The precise determination of the the event geometry, allows, after having applied the cal-
ibration constants to the FADC traces recorded in the FD pixels, to perform an accurate
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conversion of the light flux at the aperture into light emitted at shower track. In this
calculation the atmospheric profile models, the scattering models and the air fluorescence
light efficiency have to be taken into account.
As discussed in section 2.3.1 the amount of fluorescence light emitted at the track element,
is proportional to the energy dissipated by the charged particles in that track. Fitting the
measured longitudinal profile, is then possible to derive the electromagnetic energy of the
primary particle.
As we said, the correction for the “invisible” energy carried by high-energy muons and
neutrinos must be applied to obtain the primary total energy. This correction requires
assumptions about the primary mass and introduces a slight dependence on the hadronic
interaction model. Typical values for the average correction are ∼ 12%, assuming a mixed
composition (50 % protons and 50% iron nuclei) at energies ∼ 1019 eV. The discrepancies
between different models are however below ±5%.
The model dependencies thus affect the FD “calorimetric” energy measurement much less
with respect to array-based measurements, that rely on shower simulations. Hybrid data,
which represent a 10% of the total, can be used to calibrate the SD energy estimator, S38,
namely the density at 1000 m from the core, normalized with the method of the constant
intensity cut. Assuming an isotropic flux, the new parameter S38 may be regarded as the
S(1000) the shower would have produced arriving from a zenith θ = 38◦ [133].
In Fig. 4.9, left panel, the correlation between S38 and the FD energy measurement is
shown for a set of 387 high quality hybrid events. The fitted line gives an empirical rule
for assigning energies, in eV, based on S38 in VEM: EFD = A + B · lnS38. The best fit
gives A = 17.08 ± 0.03, B = 1.13 ± 0.02 . The relative residuals (ESD − EFD)/EFD are
plotted in Fig. 4.9, right panel, from [133].
Tab. 4.1 summarises the systematic uncertainties in the FD energy determination, which,
summed in quadrature, give a total uncertainty of 22% [47]. Efforts to reduce the main
terms, namely the fluorescence yield and the absolute calibration, and to improve the
reconstruction algorithm are underway.

Figure 4.9: Left: correlation between shower energy measured from the FD as a function of
the ground parameter S38, determined by the SD, from [133]. Right: current estimates of the
systematic uncertainties affecting energy reconstruction.
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Table 4.1: Current estimates of the systematic uncertainties affecting energy reconstruction.
Values from [47].

uncertainty % uncertainty %

fluorescence yield 14 atmosphere (P,T,humidity) 7

detector calibration 9.5 atmosphere (attenuation) 4

geometric reconstruction 10 missing energy 4

total 22
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Figure 4.10: The first 4-fold event recorded on the 21st May 2007, from all the four FD
telescopes together with the SD array. The event, coming at zenith angle ∼ 65◦, has a
reconstructed energy of ∼ 1019 eV, a Xmax of 790 g cm−2 [99]. Graphics from [94].
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4.3 Photomultipliers qualification tests

As described in section 4.1.2 the optical system of the Pierre Auger Observatory employs,
for each fluorescence telescope, a camera which mounts 440 photomultiplier tubes (PMTs).
In total, about 11 000 of these modules, had to be delivered to the PAO site. Before being
shipped to Argentina, the PMTs were mounted with the head electronics and had to pass
a strict test following the requirements described in [114].
About 6100 out of the total production, plus additional spares, have been tested in Wup-
pertal with a dedicated setup, the others in a similar setup in Rome [121]. The description
of the test system and the results of our work were presented to the collaboration in [23]
and published in [24].

Requirements and setup

Because of the large number of PMTs to be tested the measurement procedure has to be
highly automatized and focused on the main requirements:

• identification of dead and unstable modules

• measurement of the PMT gain as a function of high voltage (HV)

• classification of the PMTs according to gain classes

• test of linearity of the response for different light intensities

• test of wavelength dependence of the PMT response.

Figure 4.11: Sketch of the PMT test setup. On the left a metal structure hosts 37 PMTs and
the low and high voltage supply boards, in the central part the attenuation and wavelength
filters, on the right the light sources (LED and Xenon lamp).

In Fig. 4.11 a sketch of the test setup is shown. A black box of ∼ 2 m length hosts the
optical devices, the attenuation and wavelength filters and the light sources. At each run
37 PMTs are tested, four PMTs are taken as the reference PMTs and are measured at the
same positions in each run. Knowing the response of these PMTs, changes in the setup
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can be tracked and accounted for in the analysis. The other 33 positions are filled with
the PMTs which have to be tested. They share one HV supply unit while the reference
PMTs are operated with an independent HV supply driven by the test software.
Neutral density attenuation filters are used for a controlled reduction of the light intensity
over 3 orders of magnitude. These filters are mounted on two remote controlled wheels,
which allows for different combinations. Two interference filters transmit light in a narrow
wavelength interval (10 nm wide) around 337 nm and 390 nm allowing measurements of the
spectral response of the PMT photocathode.
Two different light sources have been used for the measurements, with pulses which em-
ulate the typical signals from real cosmic ray showers. The first is a blue-light emitting
diode (LED), at 470 nm, providing signals with a width of about 1.5µs and variable rep-
etition rate. The second is a Xenon flash lamp with a wide range of wavelengths down to
240 nm. The width of the signal is about 2 µs.
The PMT response is analyzed by integrating the charge of the digitized signals. The dig-
itization with FADCs provided the opportunity to implement a highly automated on-line
monitoring and analysis of the PMT response, e.g. checking for saturation, implementa-
tion of dynamic integration gates, and automatic determination of the baseline used for
pedestal subtraction. The DAQ system also allows remote control of the HV power supply
and the motors which rotate the wheels on which the optical filters are mounted.
The data acquisition (DAQ) is connected via a VME/PCI bridge to a PC running a Linux.
The PMT signals are digitized by FADCs running at a frequency of 100 MHz and a reso-
lution of 12 bit. The system has been adapted from [157].
The PMT and head electronics serial numbers are scanned along with the position in the
structure. This information together with test results is stored in a local MySQL database.

Measurements and results

For all the measurements we have used the integrated charge Q to quantify the PMT
response. To extract Q the baseline must be subtracted and the amplitudes summed up
in an optimal time window which depend on the signal shape. The time window is chosen
5 µs – 7.1 µs for the LED and 4µs – 10 µs for the Xenon lamp.
The baseline is estimated by calculating the median of recorded amplitudes in the time
range before the signal (between 0µs and 3.5 µs). We found this estimation very stable
against baseline noise.

Gain and high voltage classification

At the experimental site PMTs are typically operated at a gain of ∼ 105. In the FD camera
10 groups of 44 PMTs are operated by the same high voltage (HV) module. In order to
equalize the response and to minimize calibration corrections only PMTs of similar gain,
at a given high voltage, should be connected to the same HV channel.
For the calibration of the PMT gains we measured the integrated charge response of the
PMT for fixed light intensity as a function of the HV applied to the tube. For each unit
the HV dependence of the measured charge was fitted with the power law:

G = K · (HV )α . (4.2)
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Figure 4.12: Left: example of a measurement of the HV dependence of the gain. Errors

of the data points, calculated as RMS(Q)/
√

Nevts, are smaller than the marker size. Right:
distribution of the measured parameter α (see equation 4.2).

An example of the measurement and fit is shown in Fig. 4.12, left panel. The errors
of K and α are only approximations since we neglect the correlation of the parameters.
However, they are generally small and their absolute value is of no importance for these
classification tests.
The distribution of the power index α is shown in Fig. 4.12, right panel. The mean value
is close to 6.1, in agreement with the expectation from the manufacturer based on the
known secondary emission coefficient of the dynodes. The spread is quite small with a
RMS of the order of 1 %. The photomultiplier tubes were pre-classified by the factory
into ten HV classes, identified by the letters A to J, according to the value of the HV
needed for obtaining the electron gain G = 105. A table summarising the class definition
according to high voltage interval is shown in Fig. 4.13, left panel.
From our measurement we get the nominal voltage to reach an effective gain of 105, which
is not identical to the electron gain determined at the factory, but takes into account
differences of the quantum efficiency, the collection efficiency, the sensitive photocathode
area, and the HE unit.

gain class HV range mean HV%

A 850-876 863

B 876-903 890

C 903-931 917

D 931-959 945

E 959-989 974

F 989-1019 1004

G 1019-1050 1035

H 1050-1083 1067

I 1083-1116 1100

J 1116-1150 1133

Figure 4.13: Left: table of the gain class definitions. Right: distribution of the PMTs in the
corresponding gain classes, the acceptance test results versus the factory results.
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However, we find a good overall correlation between the two classifications, even if there
is a substantial migration of PMTs into other gain classes, thus showing the importance
of the acceptance tests. A few modules are found with a strong deviation from the factory
result, see Fig. 4.13, right panel.
A small dependence of the parameter α on the gain class has been measured. Gain classes
designated with a higher letter correspond to PMTs of smaller gain and therefore larger
operation voltage, and tend to have smaller values of α, reflecting the fact that for those
tubes the average secondary emission coefficient is slightly smaller.

Linearity response

In order to test the proportionality between the input light intensity and the PMT re-
sponse, we measure the charge of pulses sent by the blue LED traversing different combi-
nations of the attenuation filters. For each run the PMTs are operated with a high voltage
set to the mean value of the factory gain class.
The maximum value of the signal obtained without attenuation is chosen to correspond to
the largest detectable signals. Data have been fitted with a power law, 〈Q〉 = p0 ·T β . The
distribution of the resulting power index β from the fit is shown in Fig. 4.14, left panel.
The values are consistent with β = 1 and the fits have χ2/d.o.f. ∼ 1.
The PMTs show an excellent linear overall behavior. No significant deviations from lin-
earity have been observed when testing the most critical high-amplitude response over two
orders of magnitude.

Wavelength response

The sensitivity of the photocathode at different wavelengths is tested by measuring the
mean collected charge using pulses from the Xenon lamp, with two narrow band filters,
337± 10 nm and 390± 10 nm. The mean response of the PMTs for each wavelength filter
is normalised to the charge measured without filter, Qwhite.

Figure 4.14: Left: measurement of the linearity of the PMT response; distribution of the

power law index β, obtained fitting data with the function 〈Q〉 = p0 ·T β . Right: measurement
of the wavelength response; distribution of the spectral R337.
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In order to account for the fluctuations in the intensity of the Xenon lamp and its wave-
length spectrum, we normalise each measurement first to the mean response of the refer-
ence PMTs. This cancels out also time dependent drifts of the setup. We define as key
parameter the following double ratio:

Rλ ≡ < Qλ > / < Qref
λ >

< Qwhite > / < Qref
white >

. (4.3)

The resulting Rλ is computed for both wavelengths and each measured PMT. Strong
deviations from unity indicate a drop or an increase of the cathode sensitivity for this
specific wavelength (relative to a normal response given by the reference PMTs).
Fig. 4.14, right panel, shows the distribution of Rλ=337 nm. The deviations from unity have
an RMS of less than ∼ 3.5 % and the largest observed deviation is 28 %.

Stability of the measurements

Checking the stability of the setup is essential, since the production and test phase was
spread over more than one year. Relative changes are monitored by measuring changes in
the response of the reference PMTs. In addition we repeated measurements of the same
set of PMTs at different times, and also at different positions in the setup. The spread
of the nominal HV during the different gain calibration of the same PMTs is found to be
less than 3 V, which corresponds to an uncertainty in gain of about 2 %.
Changes in the absolute response of the reference tubes give information about the overall
stability of the chain, including light sources, reference PMT+HE themselves, the data
acquisition, and environmental effects. The RMS spread of the HV measurement is found
less than 2 %.

Failure rate

During the Wuppertal acceptance tests 9 PMTs over 6100 have been rejected, 5 of which
have been recuperated replacing the head electronics base. Two others had small factory
defects and two no photocatode layer. The total number of rejected units was 14 over
11 000, which means a very small rejection rate of ∼ 0.13%.
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Performance of the Fluorescence
Detector reconstruction algorithm

This chapter is focused on the performance of the Fluorescence Detector (FD) recon-
struction algorithm and its accuracy. A dedicated study, at different cut levels, has been
performed in order to quantify the detector resolution and systematics and to identify
and avoid possible biases. The detector trigger efficiency as a function of energy and dis-
tance has been investigated. The monocular geometry resolution is derived, results are
in agreement with a previous study [109]. A realistic estimate of the hybrid Xmax and
energy resolution is provided setting the geometry to the true value. The sensitivity of the
reconstructed energy to the atmospheric properties has also been investigated by assuming
two different atmospheres.
The extension of the reconstruction capabilities to the highest energies covered by the
Fluorescence Detector dynamic range has been achieved after a detailed study of the satu-
ration region (energy-distance). A new technique has been implemented to recover events
eventually exceeding the signal range of the high gain channels improving the performance
of the full simulation-reconstruction chain at the highest energies.
A detailed description of the first Fluorescence Detector simulation program is given
in [125]; the reconstruction was performed using the official Offline [10] software. De-
tails of the simulation reconstruction chain have been given in [104].
The results of this studies have been published in [108] and [136], presented at two col-
laboration meetings and are part of the Pierre Auger Collaboration technical informa-
tion [137][138].
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Figure 5.1: Sketch of the Pierre Auger Observatory showing the core positions of the simu-
lated showers. Left plot for the trigger efficiency and resolution study (sample 1) , right plot
for the saturation region study (sample 2).

5.1 Generation parameters

A large sample of fully simulated CORSIKA showers [71], taken from the shower database
generated in the Lyon computing center for simulation studies, has been used for these
studies. The shower sample consists of 4400 proton showers and 4150 iron showers with
zenith angles of 0◦, 18◦, 26◦, 37◦, 45◦, 60◦ and energies ranging between 1017.5 and 1021

eV in steps of 0.25 or 0.5 in the logarithmic scale.
For the trigger efficiency and detector resolution study the CORSIKA showers have been
simulated in a slice of 2◦ in the field of view of Bay4 (Los Leones Eye), with uniformly
distributed core distances ranging from 5 to 60 km (sample 1).
The maximum distance of the generated impact points was to chosen to depend on the
shower energy as shown in Tab. 5.1. This choice is not reflecting the real events distribution
but minimizes the inefficiency affecting low energy showers landing far away from the
telescope i.e. with a negligible probability of being triggered.

Table 5.1: Settings for an energy dependent core generation (sample 1).

zone # Log(Energy/eV) Rmax [km]

1 17.5 15

2 18 32

3 18.5 50

4 >19 60
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Figure 5.2: Trigger efficiency as a function of energy for increasing core distances ranges
(zenith angles merged). The trigger probability is 100% up to a distance of 25 km for showers
with energy of 1019 eV.

Care has been taken to exclude border effects by setting Rmax where the trigger efficiency
has already dropped to zero. For a detailed study of the detector response at the highest
energies, characterizing the FD saturation region, the proton set has been re-sampled at
fixed core distances of 5, 10, 15, 20 and 25 km from the eye, for a total of 22000 showers
(sample 2).
A sketch of the Pierre Auger Observatory, showing the core positions of the simulated
showers along with the four FD buildings and the SD array area, is given for the two
different samples in Fig. 5.1.

5.2 Trigger efficiency

The Fluorescence Detector monocular trigger efficiency has been studied as a function
of shower energy, zenith angle and core distance. The only requirement at this level is
a second level trigger flag in one or more of the 6 bays of the Los Leones telescope. In
Fig. 5.2 the trigger efficiency is plotted for protons as a function of energy for increasing
core distance ranges (zenith angles merged). The trigger efficiency is 100% up to a dis-
tance of 25 km for showers with energy of 1019 eV.
Three dimensional contour plots for the different zenith angles bins (0◦, 26◦, 45◦, and 60◦)
are given in Fig. 5.3. The trigger probability increases, as expected, for more inclined
showers which fall in the field of view of more than one fluorescence telescope.
A detailed calculation of the fluorescence detector aperture for different detector configu-
rations and using analytical shower profiles is given in [111].
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Figure 5.3: Trigger efficiency as a function of energy and core distance for different zenith
angles (0◦, 26◦, 45◦, and 60◦). The trigger probability increases, as expected, for more inclined
showers, as they may fall in the field of view of more than one fluorescence telescope.
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5.3 Monocular geometry resolution

The Fluorescence Detector monocular resolution in the geometry variables (SDP angles,
axis angles, Rcore, Rp, χ0) has been investigated. The very good accuracy in the determi-
nation of the shower-detector plane has been verified; the resolution in the axis space angle
quantified. The quality requirements at geometry reconstruction level are the following:

• minimum number of triggered pixels = 10,

• successful SDP fit with χ2/Ndof smaller than 5,

• successful time fit with χ2/Ndof smaller than 5.

In Fig. 5.4 the residuals (Rec-MC) in the SDP angles are plotted, the RMS values give
an estimate of the FD monocular resolution. Fig. 5.5 shows the resolution in the impact
parameter Rp (left) and in core distance (right). In Fig. 5.6 the resolutions in axis space
angle (left), and in χ0 (right) are given. The uncertainty in the FD time fit is responsible
for the large tails in the residuals distributions. In Tab. 5.2 the overall resolutions are
summarized.
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Figure 5.4: FD monocular resolution in the SDP variables: left SDP zenith angle, right SDP
azimuthal angle.

5.4 Xmax and energy resolution

The characteristics of the simulation sample allow a specific study of the energy residual
distribution and its resolution as a function of energy, zenith angle and core distance. The
FD monocular Xmax and energy resolutions have been estimated and compared with the
case of known fixed shower geometry.
Setting the geometry to the true value can provide a realistic estimate of the energy res-
olution for the hybrid mode. This assumption is justified by the argument that hybrid
reconstruction benefits from a more accurate shower geometry with respect to the monoc-
ular fluorescence reconstruction. A dedicated module has been developed to by-pass the
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Figure 5.5: FD monocular resolution in Rp (left) and core distance (right).

geometry reconstruction modules, feeding the chain with the true Monte Carlo values.
The quality requirements at this stage are the following:

• detected longitudinal profile wider than 200 g cm−2 ,

• successful Gaisser-Hillas fit with χ2/Ndof ≤ 5,

• observed Xmax .

Especially the last quality cut is very strict (efficiency ∼ 40%) but necessary to minimize
the uncertainties due to the longitudinal shower profile fit. The impact of the adopted
cuts on the detector aperture will be discussed later.
Fig. 5.7 shows the residual distribution of the reconstructed depth at shower maximum
(Xmax rec - Xmax MC) for proton (black line, RMS=25 g cm−2 ) and iron (red dot-dashed
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Figure 5.6: FD monocular resolution in the axis variables: left panel axis space angle, right
panel χ0.
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Table 5.2: Summary of the overall FD monocular resolutions in the geometric variables
(sample 1).

angles [◦] mean RMS

θSDP -0.2 0.4

φSDP -0.1 0.2

axis 1.9 (68%)

χ0 0.4 6.1

distances [km] mean RMS

Rp -0.07 0.64

Rcore -0.09 0.63

line, RMS=22 g cm−2 ). Fig. 5.8 shows the relative residual of the reconstructed energy
((Erec − EMC)/EMC), for events with fixed geometry (blue line) and with reconstructed
geometry (red dot-dashed line). The energy resolution improves from 11% to 9% in terms
of RMS and the number of selected events increases by a factor 2 if the geometry is
set to the true MC value. This demonstrates how much the performance of the Auger
Observatory can improve when operating in hybrid mode.
The mean and RMS of the residual for the case of fixed geometry is shown in Fig. 5.9 as a
function of zenith angle (top), core distance (middle) and true energy (bottom). Error bars
include statistical fluctuations only. The mean residual is about 5% for vertical showers
and for low energy, elsewhere better. The RMS has a stable average value of about 9% over
the studied core distance and zenith angle range. It depends weakly on energy, improving
with increasing energy, if one excludes the last energy bin, which will be discussed in the
next section.
The energy resolution shown has been calculated for proton primaries and for a clean
atmosphere (aerosol horizontal attenuation length at sea level of 24 km and scale height of
2 km). A test performed with a different atmosphere (aerosol horizontal attenuation length
at sea level of 12.5 km and scale height of 2 km) shows that the energy resolution may
degrade from 11% to 13% for the proton case, due to the larger geometry uncertainties.
In Tab. 5.3 the estimated energy and Xmax resolutions are summarized.

Table 5.3: Summary of the FD monocular Xmax and energy resolutions (sample 1). The
right column contains the overall estimates for hybrid-like (bold), for FD monocular and in
brackets for a worse atmosphere

θ Rcore MCene overall RMS

Xmax [g cm−2 ] 23 ÷ 40 25 ÷ 46 20 ÷ 49 25(p) 22(Fe)

Energy [%] 8 ÷ 10 ∼ 9 7 ÷ 11 9 11 (13)
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Figure 5.7: Residual distribution of the reconstructed depth at shower maximum (recon-
structed Xmax - MC Xmax ) for proton (black line, RMS=25 g cm−2 ) and iron (red dot-dashed
line, RMS=22 g cm−2 ).
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true geometry (blue line, 1607 events, RMS=9%) and reconstructed monocular geometry (red
dot-dashed line, 798 events, RMS=11%).
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5.5 Extension to the highest energies

As shown in Fig. 5.9, bottom left plot, the reconstruction at the highest energies, instead
of being more precise as expected, is affected by an evident negative shift, i.e. energy un-
derestimation. Moreover the RMS is deteriorated. Being able to reproduce the collected
signal correctly, by means of accurate simulations, becomes crucial at these extreme ener-
gies especially for the Pierre Auger Observatory.
Two effects are responsible for the underestimation of shower energy in this range and are
discussed in this section: the saturation of the high-gain channels and the inhomogeneity
of light collection.

5.5.1 Saturation in the high gain channel

The description of the FD electronics has been given in Sec. 4.1.2; for further details on
the Fluorescence Detector analog board (AB) see [114] [11]. A clever system adopting
a readout with two different electronic gains, the high-gain or normal channel and the
low-gain or virtual channel, has been designed to extend the dynamic range containing
the costs of analog electronic components. For this work the writing and reading routines
for simulation and reconstruction have been implemented and fully tested in our mass
production chain. The results have been presented to the collaboration, published in the
internal notes [137] [138] and the modules are now part of the official software repository.
In order to quantify the fraction of events saturating the high-gain channel and eventually
the low-gain channel, we use here the sample 2, as defined in 5.1. A detailed explanation of
the working principle and more details on the signal recovery module are given in App. A.

Simulations with different gain settings

Our aim is to study the effect of a change in the settings of the electronics gain on the
FD reconstruction capabilities. We simulated firstly with a gain ratio corresponding to
the nominal value of 32, then with an extreme value of 5 (corresponding to the resistive
partition only) and finally we raised it to 20, which after this study we consider to be the
minimum safe value for on-site operations.
Fig. 5.10 shows the fraction of events with at least one pixel with saturation of the normal
(top) and of the virtual channel (bottom) in at least one time bin. A color contour plot
and a text histogram are given on the left and on the right, respectively.
The fraction of saturated events already begins to be significant at short distances for an
energy of 1019 eV and remains above 50% at higher energies with core distances increasing
in steps of 5 km for each half decade in energy.
The nominal value for the gain ratio has been chosen based on the study given in [46] and
adopted for the Pierre Auger design report, in order to cover the signal dynamic range
avoiding saturation in the virtual channels even for events at the highest energies. Satu-
ration in the normal channels occurs for a significant fraction of these events, but this is
in most cases fully recoverable.
To lower the gain ratio by raising the virtual gain obviously doesn’t affect the normal
channel saturation phase space but it enlarges the virtual one. Fig. 5.11 shows the frac-
tion of events with saturation in any single time bin of any virtual channel in a telescope.
The gain ratio is set to 5 and to 20 in the top and in the bottom panels, respectively. With
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Figure 5.10: Fraction of events with at least one saturated time bin in the normal channel
(top) and in the virtual channel (bottom). The gain ratio (normal gain / virtual gain) is set
to the nominal value of 32.
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Figure 5.11: Fraction of events with at least one time bin with saturation in the virtual
channel. The gain ratio is set to 5 (top) and 20 (bottom).
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Figure 5.12: Distribution of vertical depth at shower maximum for the events with saturated
virtual channel. The vertical red line gives the ground position in grammage at Auger altitude.
The structure of the histogram reflects the zenith distribution of the simulated events.

a gain ratio of 5, saturation of virtual channel occurs for a fraction of events of about 20%
at energy of 1020.5 eV and core distance of 10 km. With a gain ratio of 20, the fraction
of lost events is reduced to less than 6% at any energy less then 1021 eV and any core
distance larger than 5 km (see bottom left histogram in Fig. 5.11).
Fig. 5.12 shows the distribution of the vertical depth at shower maximum for the events
with saturated virtual channel. Most of the events has a maximum well above the ob-
servation level (marked by a red line) and are thus potentially detectable. Therefore, the
large majority of the events saturating the virtual channel are in principle detectable and
should be recuperated.
Finally, in order to clarify the impact of the virtual channel gain settings on the FD
monocular aperture, the second level trigger efficiency × R2 (with R the core distance of
each event from the FD Telescope) is shown in Fig. 5.13 for all events (black squares),
for the fraction with at least one time bin saturated (red bullet) and for the fraction of
those with saturated virtual channel (pink triangles). The flattening of the curve is due
to the fact that the maximum core distance in the simulation sample is limited to 25 km
where the Fluorescence Detector efficiency is 100% already at energies of 1019.5 eV. For
this simulation, a gain ratio of 5 and 32 has been used for the plot on the left and on the
right, respectively.

Check on real data

The actual value of the gain ratio was measured in the real data collected in 2004 and
2005 from Los Leones and Coihueco eyes. In order to correctly calculate the normal to
virtual gain ratio, events with a single triggered pixel per virtual channel have been used
for this analysis and a cut on minimum threshold for the signal charge has been applied.
Saturated laser shots have been excluded. The average value found for all telescopes was
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Figure 5.13: Simulations: trigger efficiency × R2 for all events (black squares), for the
fraction with at least one saturated time bin (red bullet) and for the fraction of those with
saturated virtual channel (pink triangles). At the simulated core distances detector efficiency
is 100% already at 19.5 eV. For this simulation, the normal to virtual channel gain ratio is set
to 5 (left) and 32 (right).

in a range between 4 and 5, corresponding to the resistive partitor setting in the Analog
Board. By means of the programmable potentiometers present in the AB, the value of the
relative gains was raised to 20, a safe value according to this study.
As a cross-check the data collected by Los Leones, Coihueco and Los Morados, since Febru-
ary 2006, have been reconstructed and the relative gain ratio of each hit pixel has been
calculated with our dedicated module. The gain map of the FD cameras of Los Leones,
Los Morados and Coihueco has been filled. Fig. 5.14 shows the average distribution of the
gain ratio for the six telescopes in Los Morados. The average value found for all telescopes
is around 18, i.e. reasonably close to the expected one.
This method has also been applied to data the calibration laser shots (APF) in the
Coihueco FD site. The different data sources (real showers and lasers) give results which
agree to each other. Moreover, the nightly relative calibration shots (calA) could be useful
to monitor the stability of the gain settings and to check for unwanted possible side effects
(like the non-uniformity of the time response, etc.).

5.5.2 Saturation recovery

In real data analysis the saturated events are typically just removed from the analysis
sample. We have shown that a significant fraction of the high energy events landing
close to the detector would be lost. Even in the case of lower energy events the loss of
information is not negligible if we consider that most of those showers are candidate to be
stereo events and the complementary information would be lost. Moreover removing the
saturated events could bias the data sample disfavoring specific geometric configurations.
The developed saturation recovery module has been implemented in the reconstruction
sequence and tested on the simulated showers of sample 2.
Fig. 5.15 shows the energy and Xmax residual distributions for the case of saturation
recovered (blue line) or simply where saturated events have been removed (red line). The
resolutions remain stable while the total number of events surviving the reconstruction
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Figure 5.14: Real data: relative gain distributions for the 6 telescopes in Los Morados,
collected data since Feb 2006. In order to correctly calculate the normal to virtual gain ratio,
events with a single triggered pixel per virtual channel have been used for this analysis and a
cut on minimum signal charge has been applied.
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cuts1 significantly grows (25%). A first achievement applying the recovery algorithm is
then the increase of statistics at the highest energies.
The significant improvement in the treatment of the collected charge is evident when we

Figure 5.15: Left overall energy residuals distribution and right Xmax residual distribution;
the saturated events are recovered (blue line) or simply removed (red line). The resolutions
are still affected by the inhomogeneities of the light collection. This problem can be only
solved using a more detailed simulation of the light spot.

look at the reconstructed profiles of the simulated events. Fig. 5.16 and Fig. 5.17 are two
examples of the worst cases: the first is a very high-energy shower landing close to the FD
detector, the second a more distant shower which is vertical in the SDP, so that all the
PMT signals fall into two virtual channels only. The reconstruction power of the recovery
method even in these extreme cases is evident.

5.5.3 Treatment of light collection inhomogeneities

As shown in Fig. 5.15 the resolutions at the highest energy are still affected by the inho-
mogeneities of the light collection. Already at energies around 1019.5 eV the reconstructed
profile begins to show a wavy sub-structure due to the inhomogeneity of light collection
at the telescope focal surface. This fact results in a overall underestimation of the shower
energy and a poor fit quality.
Fig. 5.18 shows an example of the light collected at the telescope diaphragm as a function
of time bins for a shower of energy 1021 eV where the detector pixellation effect overcomes
the signal uncertainty. The so called Spot method [52], a more detailed model taking
into account the necessary corrections to the profile reconstruction algorithm, has been
applied. The calculated expected photons (black line) follow accurately the data points.
The first test run on a sample of 200 showers with energy 1021 eV, has been performed
including the Spot method in the reconstruction algorithm. Fig. 5.18 shows the much
better accuracy achieved, now at the level of 5.7% (RMS). A further effort to validate the
method with dedicated simulations is planned.

1successful Gaisser-Hillas fit, bracketed Xmax, longitudinal profile wider than 200 g/cm2
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Figure 5.16: Example of a high-energy simulated shower landing very near to the Eye
(E=1021 eV, d=10km). Top the SDP, bottom left the saturated longitudinal profile, bottom
right the recovered.
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Figure 5.17: Example of a high-energy simulated shower vertical in SDP (E=1021 eV,
d=15km). Top the SDP, bottom left the saturated longitudinal profile, bottom right the
recovered.
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Figure 5.18: Left: light collected at the telescope diaphragm as a function of time bins for
a shower of energy 1021 eV. The black dots data signal black line expected photons, red line
fluorescence component, green Čerenkov. Right: energy residual distribution for events at
1021 eV including the corrections for light collection inhomogeneity, the so called Spot model,
see [52]. Average -0.002, RMS 0.057.

5.5.4 Impact of quality cuts

The cuts adopted in this study have been widely used by the collaboration as they guar-
antee the quality of the reconstructed longitudinal profiles. We show how especially the
cut on Xmax and the one on the normalized χ2 could introduce an energy dependent bias
and have to be performed carefully.
The current field of view of the Fluorescence Detector is limited to Xlb = 1.5◦ and
Xub = 30◦, the lower and upper boundary respectively. A sketch of the FOV with ex-
amples of accepted and rejected profiles is shown in Fig. 7.2
The more distant the shower is, the higher in the atmosphere its track will fall out of the
FOV. The nearer the shower is, the lower its track will fall in the FOV. This fact evidently
causes an energy dependent bias, as the near showers are on average less energetic with
a shallower Xmax , and the more distant ones are more energetic showers with a deeper
Xmax . For the same reason a composition dependent bias is also introduced. On both
sides a cut must be designed in order to avoid these biases on data reconstruction. Recent
detailed studies of the necessary anti-bias cuts applied to data for the Xmax measurement
can be found in [154][152][25].
The intensity of the recorded light in each pixel is reflected in a smaller statistical uncer-
tainty assigned to the time bins, which means, going back to the shower axis, that the
points in the longitudinal profile fit have a smaller error. This simple consideration leads
to the conclusion that a quality condition on the χ2/Ndof of the Gaisser-Hillas fit, if not
carefully applied, may result in the rejection of high-energy events. The solution is a more
detailed error treatment at the level of shower profile including the precise propagation
of the geometrical uncertainties. A new treatment of the profile reconstruction has lately
been implemented in the official reconstruction, see [153].
Fig. 5.19 shows the reconstructed profiles of two simulated events with energy of 1021 eV.
The event shown on the left is landing close to the telescope (Rp=21 km), the signal is
large, the statistical uncertainty is small and the χ2/Ndof of the Gaisser-Hillas fit gives
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Figure 5.19: Reconstructed longitudinal profiles of events simulated at 1021 eV: left an event
landing close to the telescope, right a more distant event. The first case is rejected because of
a bad χ2/Ndof, the second is instead accepted.

an insufficient significance and is rejected. The event shown on the right, with the same
energy as the first, is landing further away (Rp=37 km), the signal is smaller, statistical
errors are larger and the χ2/Ndof of the Gaisser-Hillas fit improves, this event is accepted.
Fig. 5.20, left panel, shows the normalized χ2 distributions from the Gaisser-Hillas profile
fit, as a function of primary energy. The correlation with energy is evident. Due to the
large spread, even if the mean value satisfy the cut requirement, some of the highest energy
events will be rejected. The impact of the two cuts on the detector aperture is shown in
Fig. 5.20, right panel, (all events blue squares, Xmax cut pink triangles, χ2/Ndof < 5 red
bullets).
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Figure 5.20: Left panel: profile plot of the normalised χ2 from the Gaisser-Hillas profile
fit, as a function of primary energy. Larger errors show the spread, smaller ones the spread
divided by

√
N . Right panel: trigger efficiency × R2 for all events (blue squares), for the

fraction satisfying the condition on Xmax (pink triangles) and χ2/Ndof < 5 (red bullets).
The trigger efficiency is already 100% at 1019.5 eV for the generated core distances.
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Chapter 6

Simulation study of shower profiles
from ultra-high energy cosmic rays

We investigate here the composition sensitivity of different parameters connected to the
shape of the longitudinal shower profile. The position of the shower maximum, Xmax ,
directly observed by the fluorescence telescopes, has been shown to be a powerful dis-
criminant variable for composition studies. The motivation of this study is to search for
further sensitive observables to enhance the discrimination power between different pri-
maries. Photon selection, for instance, could be contaminated by late developing hadron
cascades, in particular from deeply fluctuating protons.
A dedicated study has been performed on a set of simulated CORSIKA [71] showers
induced by different primary particles. A fitting routine has been developed to extrap-
olate the profile parameters and test different proposed trial functions, like the Gaisser-
Hillas [60], and the Gaussian [77, 143] or double Gaussian [64] in shower age.
Finally, a detailed study on the parameters correlations and the Principal Component
Analysis (PCA) [42], see also[92], have been performed. The hadron-photon separation
power of a simple Xmax cut has been quantified and compared to the one achievable com-
bining other sensitive observables. Results, reported in [139], are presented in the following
sections.
The analysis is repeated on the reconstructed Monte Carlo sample to quantify the com-
position sensitivity after full hybrid detector simulation. Further tests on the combined
observables, including other statistical parameters correlated with the longitudinal devel-
opment, are planned.
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Figure 6.1: Example of dE
dX

profiles of simulated showers induced by photons (dashed blue
line) and deeply fluctuating protons (thick red line) at 10 EeV.

6.1 Composition sensitivity of the shower profile

The Fluorescence Detector is observing directly the longitudinal shower development in
the atmosphere. The detected light intensity, including the Fluorescence and Čerenkov
direct and scattered contributions, and taking into account the atmospheric effects, is
proportional to the energy deposited at each depth.
The longitudinal shower profile, here defined as the energy deposit as a function of atmo-
spheric slant depth, can be reconstructed with good accuracy. The non-observed part can
be extrapolated with a fit. As we have shown in section 2.1 (Eq. 2.10), the shower profile
can be well described by the Gaisser-Hillas function (GH):

GH (X) =
dE

dX

∣

∣

∣

∣

Xmax

(

X − X0

Xmax − X0

)

(Xmax−X0)
λ

· exp

[

(Xmax − X)

λ

]

(6.1)

where Xmax is the position of shower maximum in slant depth, dE
dX

∣

∣

Xmax
is the energy

deposit at shower maximum.
X0 and λ are strongly correlated and connected with the starting point and width of the
curve, but cannot directly be interpreted as the first interaction point and interaction
length, as already pointed out in [76].
The depth of shower maximum has good discriminating power between the different pri-
maries inducing the cascade. The average value of Xmax for the simulated distribution for
photons differs from that of hadrons by about 200 g cm−2 at 10 EeV. This evidence was
used to set a limit to the photon fraction of the total flux [119] and for a recent update
see [21].
In Fig.6.1 the energy deposit as a function of slant depth for some example profiles is
plotted (dashed blue line for photons, thick red line for protons). The protons have been
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Figure 6.2: Left: longitudinal profile (energy deposit as a function of slant depth) for a
simulated shower induced by a photon at 1019 eV. Black dots for the data points, dashed red
line for CORSIKA 6-parameters GH fit, thick red line for the 4-parameters GH fit. Right
residuals from the 4-parameters fit.

chosen to have a deep value of the shower maximum, compatible with the photon average
distribution. In this case a selection based on Xmax only would fail in discriminating pro-
tons from photons. We show in the next sections how further information coming along
with the shower profile could enhance the discrimination power.

6.1.1 CORSIKA profile and Gaisser-Hillas fit

The simulated hadron sample consists of 750 protons and 500 iron nuclei per energy bin,
ranging from 1017.0 eV to 1019 eV in steps of 0.5 in Log, (CORSIKA 6.200, FLUKA [55] and
QGSJET01 [83] as low and high-energy hadronic interaction models). The photon sample,
1000 showers per energy bin, same energy range, has been generated with CORSIKA 6.600,
FLUKA and QGSJET-II [106]. The thinning factor is in both cases 10−6.
The longitudinal profile of each event is sampled in vertical steps of 5 g cm−2 and recorded
in the CORSIKA output file, together with the result of a 6-parameter Gaisser-Hillas fit.
Here λ, see Eq. 6.1, is replaced by a quadratic function of the atmospheric depth.
This fit is found to be robust for deriving Xmax but less efficient in adapting the shape of
the GH curve to data points, as can be seen in Fig 6.2. This may be connected with the
limited number of profile points, especially in the falling side of the shower development.
A more effective 4-parameters constrained fit with the GH function has been implemented
as reported in [153]. The Xmax value agrees to CORSIKA better than 1 g cm−2 .
In Tab. 6.1 the mean Xmax value and the RMS spread, along with the σ of a Gaussian
fit the distribution for iron, proton and photon showers at 10 EeV, are summarised. In
Fig. 6.3 Xmax is plotted as a function of the logarithm of the primary energy for different
primaries, errors represent the RMS of the Xmax distributions. A linear fit to the different
components is also shown. The average Xmax value for photons differs from that of hadrons
by ∼ 200 g cm−2 or more. In this energy range the preshower effect is negligible and LPM
effect dominates resulting in a deeper Xmax for photons. The fluctuations are at the same
level for photons and protons while much smaller, as expected, for the case of iron nuclei.
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Figure 6.3: Depth of shower maximum, Xmax , as a function of energy for different simulated
primaries (photons blue triangles, protons and iron nuclei red and black bullets respectively).
A linear fit of the different components is also shown.

6.1.2 Other trial functions and PCA analysis

The longitudinal profile can be translated into shower age s by means of the following
transformation:

s (X) =
3X

X + 2Xmax
(6.2)

that aligns the profiles at s(Xmax) = 1 and is scale-free. The shower starting point is in
this case set to 0, but it could be added as a fourth fit parameter by substituting X with
(X − X1). The normalised profile can then be fitted by the following Gaussian function
in age (AG):

AG (s) = exp

(

− 1

2σ2
(s − 1)2

)

(6.3)

where σ and Xmax are free parameters, together with dE
dX

∣

∣

Xmax
.

Table 6.1: Mean value, RMS spread, and Gaussian σ of the Xmax distribution for different
simulated primaries at 10 EeV, as extrapolated from the 6-parameters GH fit.

< Xmax > [g cm−2] RMS [g cm−2 ] σ [g cm−2 ]

Iron 703 48 24

Proton 786 73 57

Photon 983 87 59
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Figure 6.4: Left panel: average rising shower profile (2G) for simulated photons (blue line),
protons (red line) and iron nuclei (grey line) at 10 EeV. Right panel: distributions of the σ
(AG), same color code. For the average and RMS values, see Tab. 6.2.

Following [64] we can employ a double Gaussian fit (2G) with two different widths corre-
sponding to the shower development before and after the shower maximum. The number
of free parameters is increased in this case to four.
In Fig. 6.4 left panel, the average rising shower profiles obtained with the 2G fit for sim-
ulated photons (blue line), protons (red line) and iron nuclei (grey line) are plotted. The
right panel shows the distributions of the width (σ) of the Gaussian in shower age (AG),
same color code. In Tab. 6.2 the mean and RMS values for the σ AG for the simulated
iron, proton and photon showers are summarised.
The fitting routines can be compared on the base of the average relative residuals. In
Fig. 6.5 the average relative residuals, as a function of shower age, obtained with the
tested analytical fit functions are plotted for the proton sample. While the CORSIKA
6-parameters fit tends to depart from the data points at the profile margins, the GH 4-
parameter fit is found to be robust and the agreement with profile data extends on the
entire range. The Gaussian fits in age show a good agreement too.
The correlation between the width of the Gaussian AG and the depth of shower maxi-
mum is shown in Fig. 6.6 (left panel). A later development of the cascade is associated

Table 6.2: Mean and RMS of the width (σ) distributions of the different simulated primaries
at 10 EeV, for the AG fit.

Mean width (< σ > ) RMS

Iron 0.22 0.006

Proton 0.20 0.015

Photon 0.16 0.011

81



Chapter 6

shower age
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

(F
IT

-M
C

)/
F

IT

-0.05

0

0.05

0.1

0.15

0.2

GaisserHillas 4-pars

DoubleGauss

SingleGauss

CORSIKA 6-pars

Figure 6.5: Average relative residuals to the tested analytical functions for protons at 10
EeV: GH 4-parameters fit (black squares), single Gaussian (blue triangles), double Gaussian
(pink bullets), and 6-parameters CORSIKA (red crosses).

with a narrower profile width. Similar average values and the same correlation are found
between the rising edge σ and the Xmax for the 2G fit, in agreement with the previously
cited works.
Using X1 as a free parameter in the fitting process we observe a correlation with σ that
can be represented, both for hadrons and photons, by a straight line. This correlation is
shown in Fig. 6.6 (right panel) for the simulated sets of iron, proton and photon primaries.
The possibility to exploit the additional information carried by the width of the profile,
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Figure 6.6: Left panel: correlation between the width of the Gaussian (AG) and depth of
shower maximum for showers at 10 EeV initiated by iron, proton and photon primaries, respec-
tively marked as grey stars, red crosses and blue ×-shaped crosses. Right panel: correlation
between σ and X1, same color code.
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Figure 6.7: Efficiency for accepting photons as a function of hadron contamination in the
PCA-transformed variable (σ and Xmax combined) for the single Gaussian (blue triangles)
and for the double Gaussian (pink bullets) compared to the Xmax cut (black crosses for AG).

described by σ, for the separation between different primaries has been studied. Applying
the Principal Component Analysis (PCA) it has been quantified for the case of photon-
hadron separation.
In Fig. 6.7 the efficiency of a cut for accepted photons in the PCA transformed variable
is plotted as a function of the hadron contamination. Blue triangles refer to the single
Gaussian fit and pink bullets to the double Gaussian fit. The photon-hadron separation
power of a cut in the PCA variable compared to a Xmax cut on the data set (black crosses
for the AG) is clearly enhanced in both cases. The same analysis has been tested in a
three dimensional space for the GH fit (λ, Xmax and X0) and for the Gaussian in age (σ,
Xmax and X1) letting X1 be the curve starting point. The enhancement of the separation
power was found to be less evident in those cases.

6.2 Separation power after full detector simulation

A test of the PCA analysis after applying the full detector simulation reconstruction chain
has been performed. The uncertainties associated to the geometry reconstruction, together
with the limited field of view of the detector and the disuniformities in the light collection,
reflect in the smearing of the fit parameters distributions. Consequently a partial loss of
the hadron-photon separation capability is expected.
The combinations of variables from the fitting routines which gave, in the previous section,
the highest efficiency in distinguishing hadrons from photons have been tested again here.
The correlation between the width of the Gaussian (AG) and depth of shower maximum
for showers at 10 EeV, initiated by iron, proton and photon primaries, respectively marked
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Figure 6.8: After full detector simulation: left panel: correlation between the width of the
Gaussian (AG) and Xmax for showers at 10 EeV initiated by iron (grey stars), proton (red
crosses) and photon primaries (blue ×-shaped crosses). Right panel: σ distribution (AG).

with grey stars, red crosses and blue ×-shaped crosses, is plotted in Fig. 6.8 left panel,
to compare to Fig. 6.6 (left panel). The right panel shows the σ distribution; the separa-
tion between hadron and photon distributions is smaller, compared to the right panel of
Fig. 6.4, but still evident.
Finally, in Fig. 6.9 the efficiency for accepting photons as a function of the hadron contam-
ination in the PCA-transformed variable (σ and Xmax combined) for the single Gaussian
(blue triangles) and for the double Gaussian (pink bullets) compared to the Xmax cut
(black crosses for AG), is plotted.
After the full detector simulation, due the uncertainties in the profile reconstruction and
the consequent smearing of the fit parameters, the enhancement obtained in the previous
section seems to be lost. However, as pointed out also in an independent analysis [41],
there is still room for improvement. Further tests on the combined observables including
other statistical parameters like the asymmetry or the skewness of the profile, are planned.
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Figure 6.9: After full detector simulation: efficiency for accepting photons as a function of
hadron contamination in the PCA-transformed variable (σ and Xmax ) for the single Gaussian
(blue triangles) and for the double Gaussian (pink bullets) compared to the Xmax cut (black
crosses for AG).
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Chapter 7

Upper limit to the photon fraction
in cosmic rays

The first upper limit to the photon fraction in cosmic rays at energies above 10 EeV from
the Pierre Auger Observatory hybrid data, was derived using the depth of the shower
maximum as the discriminating observable. The stated limit is 16% at 95% c.l., see [119].
We perform the update of that analysis with one more year of collected data, which allows
us to reach a limit of 13% at 95% c.l., see [21].
Our next step is to lower the energy threshold of the data sample, in order to benefit from
a factor ∼ (E/1019)−3 larger statistics. The challenge is now to place the limit in a region
where the detector efficiency may drop below 100%. This is only possible after a detailed
study of the relative acceptance, assuming hadron and photon primaries, by means of a
full hybrid detector simulation.
The increased statistics at lower energies allows applying the method described briefly in
section 7.1.2. The Auger hybrid data collected between February 2004 and July 2007 in
two of the four fluorescence telescopes are used in this analysis. The derived upper limits
are 3.7%, 1.8%, 3.7% and 11.6% respectively above 2, 3.16, 5 and 10 EeV (all limits at
95% c.l.) see 7.3.3. The impact of a photon contamination of this order, on the estimate
of the inelastic p-air cross section, is briefly discussed in section 7.4.
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7.1 Deriving an upper limit

The key observable to derive the integral upper limit to the photon fraction in cosmic
rays with Auger hybrid data is the depth of shower maximum. As already discussed in
section 6.1.1, this observable offers a very good discrimination power between hadrons and
photon induced events. In this analysis the direct observation of the shower longitudinal
profile from the Fluorescence Detector is combined with the high accuracy of the hybrid
geometry reconstruction.
As we demonstrated in chapter 6.1.2, discriminant variables could be built from a combi-
nation of independent characteristic observables connected to the longitudinal profile, like
the curve width or the derived first interaction point. Moreover hybrid detection gives the
chance to combine profile developement quantities with shower front parameters measured
by the surface array, for example the signal rise-time or the front curvature. Exploiting
the capabilities of the different detection techniques is the natural next step to take after
this work.

7.1.1 Small data sample: probabilistic method

We describe briefly here the method we apply for deriving the updated limit to the photon
fraction in the cosmic ray flux above 10 EeV, see section 7.2. This method has been first
developed for the analysis of the highest energies Fly’s Eye data [129], AGASA data [130],
and extended for the analysis of the Auger data above 10 EeV [119].
The method is very powerful in the case of small data samples. With increasing statistics,
on the one hand, the computing time required for the dedicated event-by-event simulations
becomes too large, on the other hand, more powerful statistical tools can be applied, as
this method tends to be over-conservative.
A sample of high quality reconstructed events is selected from the bulk of recorded data.
The measured discriminant observable, the depth of shower maximum Xmax , is compared
to the theoretical expectations for showers of the same geometry and energy, but assuming
a primary photon origin.
The minimum possible fraction to be excluded with a given number of measured events
nm is:

Fmin
γ = 1 − (1 − α)1/nm (7.1)

where α is the required confidence level. This theoretical limit is reached only if a photon
origin can be basically excluded for every event in the set.
For each measured event a large set of dedicated simulations of photon induced showers
with the same characteristics (primary energy and direction) is performed. To quantify
the probability for each event in the set to be consistent with the photon hypothesis, a χ2

can be defined as follows:

χ2
i =

(Xmax,i− < Xγ
max >)2

(∆Xmax,i)2 + (∆Xγ
max)2

(7.2)

where Xmax,i and ∆Xmax,i are the measured depth of shower maximum and its uncertainty
for the i-th event, < Xγ

max > and ∆Xγ
max are the mean depth of shower maximum and

RMS fluctuations predicted from simulations.
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Figure 7.1: Left: reconstructed shower profile for event sd 1687849. Right: Xmax of data
point along with photon simulated distribution, see [119].

The probability pγ for the i-th event to give a χ2 larger than observed is determined via a
Monte Carlo method, naturally taking into account non-gaussian fluctuations, for details
see [130]. A smaller value indicates most probable hadron origin.
A set of artificial data events is produced by randomly shifting each of the candidates by
the systematic uncertainty. To test a photon fraction the χ2

i for the single shifted data
point are ordered and a total data χ2 is obtained summing up the nγ most photon-like
events. A global simulation χ2 is obtained summing the contributions from the corre-
sponding simulated photons, randomly shifted according to the experimental resolution.
The probability of the simulation χ2 exceeding the data one, gives the probability for a
real photon fraction Fγ to produce larger deviations than observed in data.
For the fraction Fγ we have the following relation:

P (Fγ) =

nm
∑

nγ=0

F
nγ
γ (1 − Fγ)nm−nγ

(

nm

nγ

)

· pγ(nγ) · pγ̄(nm − nγ) (7.3)

where pγ̄ are the probabilities, for non-photons, to give larger χ2 then in data.
A correction for the relative detector acceptance for photon and nuclear primaries must
be also applied, see 7.1.4. Finally, the photon fraction Fγ can be excluded with confidence
level α = (1 − P (Fγ)).
In Fig.7.1 the reconstructed longitudinal profile, the measured Xmax along with the dedi-
cated photon simulations, are plotted for an event of the candidate lists. This is a typical
event with energy 16 EeV and Xmax ∼ 780 g cm−2 . The mean Xmax of the photon simu-
lations is ∼ 1000 g cm−2 , and the corresponding deviation in units of standard deviations
is 2.9.

7.1.2 Large data sample: statistical method

We describe here the method adopted for setting the limit to the photon fraction in cosmic
rays above 2 EeV, see 7.3.3. This method, based on the classical Neyman hypotesis
test[103], becomes more powerful than the previous when dealing with large data sample.
This is also the case for the limit with data from the surface detector, see [21].
A discriminant observable is chosen and an a priori cut is determined, which divides the
variable space in two regions.
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By observing a number nγ of events above the cut, the upper limit to the photon fraction
in the full data sample is set. The 95% confidence level upper limit is calculated, according
to Neyman-Pearson prescription, assuming zero background, i.e. the nγ events above the
cut are deemed to be photons.
A procedure could be implemented to optimise the selection power of the cut, finding
a compromise between overlapping region and cut efficiency i.e. the fraction of photons
below the cut, for instance by testing it on a simulated hadron sample. However we decide
to stick to the most straightforward and robust solution, namely cutting at the median of
the simulated photon Xmax distribution. The corresponding cut efficiency f , to be taken
into account in the final step of the calculation, in our case is then simply 0.5.
The integral upper limit to the photon fraction Fγ in the data sample above an energy
threshold Ethr is:

Fγ(E > Ethr) =
nγ(Eγ > Ethr) · 1

f · 1
ǫdet

nγ(Eγ > Ethr) + nγ̄(Eγ̄ > Ethr)
(7.4)

where nγ is the number of observed candidates above threshold at a confidence level α, nγ̄

is the number of non-photon events in the sample, with reconstructed energy above Ethr,
and ǫdet is the relative detector acceptance (photon vs hadron).
Knowing the aperture A of the detector an integral upper limit on the flux of photons
above Ethr can be set according to the following relation:

Φγ(E > Ethr) =
nγ(Eγ > Ethr) · 1

f · 1
ǫdet

A
(7.5)

The aperture calculation is quite simple and accurate in case of the surface detector. In
the hybrid case, expecially due to the ongoing construction of the fluorescence detector,
a bigger effort is needed to reproduce the experimental operating conditions. A detailed
calculation of the aperture and uptime of the hybrid detector has been performed in [111]
and [110].

7.1.3 General considerations on the derived limits

The discussed methods are both conservative, in the sense that they don’t take into ac-
count, and consequently subtract, the hadron background contribution. In Eq.7.3 the
probabilities for non-photons to generate larger χ2 than in data are set to one. For the
statistical method this means that the surviving events, those passing the photon cut, are
treated indeed as photons, then giving a higher upper limit.
Both the methods suffer from a systematic limitation due to the overlapping area of the
photon-like and hadron-like distributions. In this region, the probabilities for a hadron
induced event to be consistent with photons are large, consequently rising the limit. The
second method is less affected, as the overlapping region might not extend beyond the
applied cut, depending on its position.
However most of the photon-deemed events could come from the hadron tails. The esti-
mation of background is then necessary if one wants to obtain confidence level intervals for
the photon fraction, according to Feldman-Cousins [56], and definitely essential to claim
an observation.
As a matter of fact, the background from hadronic primaries is very difficult to estimate.
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Model dependence is the largest source of uncertainty, in particular regarding the tails of
the Xmax distributions. Even if the hadron background can’t be reliably predicted from
our Monte Carlo simulations, as the sample is not meant to reproduce the real cosmic
rays spectrum, a temptative plot to quantify the fraction of expected background events
is given for protons and iron nuclei in Fig. 7.11.
The number nγ of photon candidates measured in an experiment, is expected to fluctuate
according to a Poisson distribution with mean µ:

P (nγ | µ) =
µnγe−µ

nγ !
(7.6)

The upper limit is stated with confidence level α requiring that, for a fraction (1 − α)
of identical experiments, a number of photon candidates smaller or equal to nγ , could be
observed. We have than:

(1 − α) =

nγ
∑

n=0

µne−µ

n!
(7.7)

The value of µ is taken as the final number of candidates. For this work α = 95%.

7.1.4 Acceptance correction

Another essential contribution to be taken into account is the relative efficiency in detecting
photon showers with respect to hadron primary induced showers. The fraction of photons
Fγ in the cosmic-ray flux integrated above an energy threshold E0 (assuming photon
primaries) is given by:

Fγ(E ≥ E0) =

∫

E0
Φγ(E)dE

∫

E0
Φγ(E)dE +

∑

i

∫

E0
Φi(E)dE

(7.8)

where Φγ(E) denotes the differential flux of photons and Φi(E), i = p, He, ... the fluxes of
nuclear primaries.
Knowing the detector acceptances, Aγ(E) and Ai(E), to photon and nuclear primaries
respectively, the fraction of detected photons F det

γ is given by:

F det
γ (E ≥ E0) =

∫

E0
Aγ(E)Φγ(E)dE

∫

E0
Aγ(E)Φγ(E)dE +

∑

i

∫

Ei
Ai(E)Φi(E)dE

(7.9)

where Ei (> E0) is the threshold energy assuming primary nucleus i, that is related to E0

by the ratio of the missing energy corrections (∼ 1% for photons, ∼ 7%− 14% for proton
and iron nuclei). By subtitution into Eq. 7.9 we get:

F det
γ (E ≥ E0) >

∫

E0
Aγ(E)Φγ(E)dE

∫

E0
Aγ(E)Φγ(E)dE +

∑

i

∫

E0
Ai(E)Φi(E)dE

=

∫

E0
Aγ(E)Φγ(E)dE

∫

E0
Aγ(E)Φγ(E)dE +

∑

i

∫

E0

Aγ(E)
ǫi(E) Φi(E)dE

, (7.10)
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where the acceptance ratio ǫi(E) = Aγ(E)/Ai(E) was introduced. If Aγ keeps constant in
the studied energy ranges, Eq. 7.10 can be simplified as follows:

F det
γ (E ≥ E0) >

∫

E0
Φγ(E)dE

∫

E0
Φγ(E)dE + 1

ǫmin

∑

i

∫

E0
Φi(E)dE

> ǫmin · Fγ(E ≥ E0) , (7.11)

since ǫmin < 1.
In this way the upper limit F ul

γ to the fraction of photons in the cosmic-ray flux can
conservatively be calculated as

F ul
γ = F det

γ /ǫmin > Fγ . (7.12)

independently on assumptions for the differential fluxes Φγ(E) and Φi(E).

7.2 Update of the hybrid limit above 10 EeV

7.2.1 Data sample

The data sample used for this analysis contains the events recorded, between February
2004 and March 2007, from the fluorescence eyes together with the surface detector tanks.
Due to the ongoing construction of the FD detector which has been completed in Febru-
ary 2007, we selected only the events with a trigger in one of the two FD telescopes, Los
Leones or Coihueco. The total number of recorded events is 221250.
The hybrid reconstruction benefits from a much accurate geometry reconstruction as re-
spect to FD only. The angular resolution is ∼ 0.5◦ [47] compared to ∼ 2◦ for FD only as
reported also in sec 5.3. The higher geometric accuracy reflects in a smaller uncertainty
on the determination of the shower maximum. The hybrid Xmax and energy resolution
are of the order of 20 g cm−2 and 9% respectively, (the overall uncertainty in the energy
scale is at the level of 22% [47]).
The data sample has been first processed in our cluster with the Offline [10] reconstruction
software, version v1r2-rc1. The so called advanced data summary tree (ADST), has been
recently released by the Auger collaboration and is available for downloading at [148].
The provided ASCII files have been parsed and the essential variables stored in a table
belonging to a local database. After an overall consistency test and an event-by-event
cross-check the ADST has been adopted in this analysis. The advantage of this solution
is to have a reliable and up-to-date reconstructed data sample.
The latest profile reconstruction implements the new method described in [153] and in-
cludes a detailed and reliable error treatment. The end-to-end calibration of the FD detec-
tors [22], the monthly models for the atmosphere [90], and an average aerosol model [117]
based on local measurements, are also adopted in the reconstruction procedure.
The main contributions to ∆Xmax in Eq. 7.2 are the uncertainties in the profile fit, in
shower geometry and in atmospheric conditions. The systematic uncertainty in the simu-
lation predictions comes mainly from the detector energy resolution which, for an average
elongation rate of 106 g cm−2 per energy decade, means ∼ 10g cm−2 . A correction of
∼ 1% for the missing energy, calculated assuming photon primaries [113], was applied to
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the reconstructed electromagnetic energy. In this way the energy threshold of the analysis
corresponds to the effective energy of primary photons. This choice is conservative in the
sense that, by underestimating the energy of nuclear primaries, it tends to fill the sample
with photons, consequently raising the upper limit.

7.2.2 Reconstruction requirements

The quality of geometry and shower profile reconstruction can be guaranteed applying the
following cuts, in agreement with the previously cited paper:

• hybrid trigger and geometry reconstruction quality cuts:
- number of phototubes in the fluorescence detector triggered by shower ≥6;
- number of Čerenkov tanks in the surface detector triggered by shower ≥1;
- distance of the reconstructed shower axis to the hottest tank <1.5 km;
- difference between SD measured time and FD estimated time at tank < 300 ns

• quality of Gaisser-Hillas (GH) profile fit:
- χ2(GH) per degree of freedom <6,
- χ2(GH)/χ2(line)<0.9, where χ2(line) refers to a straight line fit;

• observed depth of shower maximum;

• minimum viewing angle (angle between FD pixel direction and shower axis) >15◦;

• reconstructed primary energy E>1019 eV;

Requiring the shower maximum to be in field of view (FOV) is a very strict cut, but
necessary to guarantee the quality of the Xmax measurement itself. As discussed also in
section 5.5.4 this cut may introduce an energy dependent bias in the reconstructed sample.
Moreover, for this analysis, the absence of a composition dependent bias is essential. The
requirement of Xmax observed, instead, causes the rejection of photon induced showers,
that on average develop later with respect to hadron induced showers. This happens espe-
cially for showers with small zenith angles, or landing far from the fluorescence detector,
see Fig. 7.2.
As the lower limit of the FOV is about 1.5◦ above horizon, the not observed shower portion
near the ground grows with distance. The photon induced events, with a mean Xmax closer
to ground with respect to hadron showers, would then be more efficiently rejected with
growing core distance. The higher absorption of fluorescence light in the lower atmosphere
contributes to further reducing the distance range in which the FD is fully efficient for
detecting photon induced showers.
To reduce those biases two further cuts, one on small zenith angles and one on large core
distances, are introduced in the analysis. The energy dependent relations are the following:

• shower zenith angle > 35◦ + g1(E),
where g1(E) = 10(lg E/eV−19.0)◦ for lg E/eV≤ 19.7
and g1(E) = 7◦ for lg E/eV>19.7

• distance of FD telescope to shower core < 24 km + 12(lg E/eV−19.0) km.
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Figure 7.2: Sketch of the Fluorescence Detector field of view. Shown are the upper and
lower boundaries, Xub = 30◦ and Xlb = 1.5◦.

The last quality requirement for each event is that its observation should not be affected
by the presence of a cloud in the telescope field of view. The anomalous scattering of light
could in some cases bias the Xmax reconstruction towards deeper values. An example of
a rejected event is shown in Fig. 7.3.
For each candidate, a very accurate selection, based on the cloud monitoring information
available for the corresponding event time, is performed1. The cross check using the in-
formation from different monitoring devices, if available, allows one to detect the presence
of clouds more precisely along the reconstructed shower path. This reduces the number of
rejected events as, in many cases, the cloud is in FOV but sufficiently behind the shower
axis.
The applied cuts and relative efficiencies are summarised in Table 7.1. The distribution
of the variables for the data sample after quality cuts, along with hadron and photon
simulations, are given in Appendix B. The distributions of the cut variables requiring all
cuts but the one plotted, the so called N-1 plots, are shown too.

7.2.3 Photon candidate distributions

The measured Xmax distribution for all the events that meet the quality and fiducial cuts
is shown in Fig. 7.4 left panel. After requiring no cloud disturbance, 58 events are selected
in total. The Xmax distribution for the final canditates sample is shown in figure 7.4 right
panel, along with the calculated distribution from 10 EeV photons made on an event-by-
event basis. Even the largest observed value of Xmax , ∼ 900g cm−2 , is well below the
mean value expected for photons at this energy (about ∼ 1000 g cm−2 , see Tab. 6.1).

1in collaboration with Michael Winnick, Pierre Auger group, University of Adelaide, Australia [123].

94



Upper limit to the photon fraction in cosmic rays

Table 7.1: Applied cuts, surviving events and cut efficiency for this analysis on the Auger
Hybrid data sample (FD LosLeones and Coihueco February 2004 - March 2007. In total
221250 events).

Quality cuts Surviving events Surv eff. %

hybrid geometry:

triggered FD pixels ≥ 6 135473 61

tank-axis distance < 1.5 km 85363 63

SD-FD time res < 300 ns 84129 99

profile reconstruction:

observed Xmax 41979 50

χ2
GH/ndof <6 40726 97

χ2
GH/χ2

line <0.9 23433 58

min view angle > 15◦ 15181 65

Energy ≥ 10 EeV 194

Fiducial cuts:

axis Θ > 35◦ + g1(E) 122 63

core distance < 24 km + g2(E) 72 59

Cloud check 58 81
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Figure 7.3: Left: example of an event rejected after the cloud check. The strong attenuation
and the change in the shape of the light intensity curve is evident. The fit moves the shower
maximum towards a deeper value. Right: event trace on the FD camera, the rejected pixels
are marked by a pink cross .

7.3 Upper limit above 2 EeV

This analysis is performed using the Auger hybrid dataset, collected in the two fluorescence
telescopes (Los Leones and Coihueco) between February 2004 and July 2007. The total
number of recorded events is 270922
In the energy range above 10 EeV the hybrid detector is fully efficient and in principle
only the relative acceptance ratio, for showers induced by photon and hadron primaries,
must be taken into account. At lower energies, while the FD efficiency is still saturated,
the SD trigger efficiency quickly falls. The response of the detector at threshold energies
might even more significantly differ for different primaries species. The full simulation
of the hybrid detector, is then a necessary step to place the upper limit to the photon
fraction.

7.3.1 Detector efficiency study

A detailed simulation study2 has been performed in order to know the relative acceptance
of the hybrid detector for showers induced by hadron and photon primaries.
The CORSIKA hadron sample corresponds to the sample already described in section 6.1.1,
ranging from 1017 eV to 1019 eV. The photon sample, 1000 showers per energy bin, same
energy range, has been generated with CORSIKA 6.600, fluka and QGSJET-II [106]. The
thinning factor is 10−6, the options CURVED and PRESHOWER have been switched off3.
The showers have been resampled 5 times and simulated in a 60 degree slice centered in
Los Leones Bay 4. The usual dependency of generation area on energy has been adopted
to reduce the trigger inefficiency. A corresponding correction, R2

i / R2
max, is than applied

to the number of events in the efficiency calculations.
The adopted simulation algorithm is the newest release (2.2p2-mojo) validated in [140].

2in collaboration with M. Settimo and L. Perrone, Pierre Auger group, University of Lecce, Italy.[120]
3due to problems with the ground particle timing occurred for photons simulations using the CURVED
option, currently under investigation
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Figure 7.4: Left: distribution of depth of shower maximum for the events with energies
above 10 EeV that passed the quality and fiducial cuts. Right: distribution of depth of shower
maximum for the 58 candidate events selected applying the last cut (cloud coverage); the
dashed red line shows a distribution for 10 EeV photons arriving over a range of zenith angles.

The simulation root output files have been transfered and processed locally. Assumptions
for the atmosphere, detector calibration and fluorescence yield calculation have been made
consistently throughout the simulation-reconstruction chain. The hybrid reconstruction
quality requirements, defined in the previous section, have been applied to the Monte
Carlo events in order to get the relative acceptance at different cut levels.
Fig. 7.5 shows the detector acceptance as a funcion of energy for the simulated primaries
(photons, protons and iron nuclei) relative to protons at 10 EeV. The top panel gives the
relative acceptance at hybrid trigger level, the center panel at quality cuts level, the bottom
panel after applying the fiducial cuts. The number of surviving events at the different cut
levels are summarised in Tab. 7.2. The values at 10 EeV agree, inside statistical error, to
the study performed for [119]. The significantly lower detector efficiency for photons with
respect to proton primaries, especially after the quality cuts, can be partially overcome by
applying the fiducial requirements.

7.3.2 Photon candidates

The quality and fiducial cuts described in 7.2.2 have been applied to the data sample. A
refined profile cut requiring the value of the difference χ2

linand χ2
GH to be larger than four,

has been adopted. A cut on zenith angle (Θ < 64◦) has been introduced to be consistent
with simulations.
An a priori cut, as already mentioned in 7.1.2, can be set for instance to the median or
mean value of the photon simulation distribution. The cut efficiency is 0.5 for the median,
and, due to the tails at large Xmax , a bit smaller (∼ 0.42) if we cut at the mean value of
the photon distributions. The actual values of median, mean and fraction of events with
Xmax larger than the mean for the photon simulated distributions at different energies
are summarised in Table 7.3. Fig. 7.6 shows the reconstructed depth of shower maximum
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Figure 7.5: Detector efficiency for the simulated primaries relative to protons at 10 EeV.
Top panel: hybrid trigger efficiency. Center panel: efficiency after applying the quality cuts.
Bottom panel: efficiency after applying fiducial cuts. The values at 10 EeV agree, inside
statistical error, to the study performed for [119].
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Table 7.2: Generated entries, and number of events surviving the trigger, quality and fiducial
cuts, for the simulated energy bins and primary particles.

Energy Primary generated triggered cut fiducial

Pr 4243 1261 446 90

17.5 Fe 2144 529 111 10

Ph 4394 1580 783 181

Pr 3843 1124 677 270

18 Fe 2059 559 301 112

Ph 4999 1381 837 355

Pr 2878 1252 865 286

18.5 Fe 1829 847 585 179

Ph 3790 1480 927 434

Pr 3335 1187 865 277

19 Fe 1685 625 451 129

Ph 4486 1258 632 324

for data as a function of energy, for different energy thresholds, 2 and 10 EeV. The cut,
marked with the red line, has been set to a value, derived from the fit of the mean value
of the photon distribution for each energy, minus one sigma. In this way we perform a
conservative but efficient pre-selection of candidates from the bulk of data. The selected
events have been checked for cloud disturbance, in order to reject any spurious event.
From this analysis we obtain a final set of six photon candidates. Their characteristic
variables are summarised in Table 7.4.
A set of 1000 photon induced showers has been simulated for each event of the candidate
list, with the same geometry and energy characteristics. A much more accurate selection
can then be performed on event-by-event basis.
The measured depth of shower maximum (black bullets), along with the corresponding
simulated photon distribution (shaded region), is shown for each candidate in Fig. 7.7.
The dashed and the thick red lines indicate respectively median and mean of the simu-
lated distribution.

Table 7.3: Median, Mean and corresponding Prob. value calculated for the shower maximum
distribution of photons at different energies.

Log(Energy/eV) Median Mean Prob

17 758 769 0.42

17.5 805 812 0.42

18 851 864 0.41

18.5 907 921 0.41

19 973 987 0.42

99



Chapter 7

Log(E/eV)
18.4 18.6 18.8 19 19.2 19.4 19.6 19.8 20

]
-2

 [
g

cm
m

ax
X

400

600

800

1000

1200

1400

Log(E/eV)
19 19.2 19.4 19.6 19.8 20

]
-2

 [
g

cm
m

ax
X

400

600

800

1000

1200

1400

Figure 7.6: Measured depth of shower maximum as a function of energy threshold for data
at different energy theresholds, 2 and 10 EeV. The thick red line shows the “elongation cut”
based on a fit to the mean value of Xmax for photon simulations, the thin lines are placed at
one sigma.

In Fig. 7.8 the longitudinal profile, SDP pixels, time fit, and a top view of the Auger
area are displayed for one particular candidate, event sd 2051232. For this event a more
detailed study has been performed in order to compare the measured shower longitudinal
profile to the typical profiles obtained from photon and proton simulations. In addition to
the dedicated photon sample, a set of 1000 proton induced showers with same energy and
geometry configurations, has been generated. The CORSIKA files have been processed in
the full detector sim-rec chain. Atmospheric and aerosols models and calibration param-
eters were set accordingly to the GPS time of the event.
Fig. 7.9, left panel, shows the reconstructed shower longitudinal profile for this event and
the corresponding GH fit, along with typical GH profiles from the dedicated photon sim-
ulations. Fig. 7.9, right panel, shows again the data, now along with proton simulations.
Typical photon profiles seem to agree much better with the data points, with respect to

Table 7.4: Characteristic variables for the six candidate events passing the photon cut.

sd id Xmax [g cm−2 ] ∆Xmax [g cm−2 ] Energy [EeV] Θ [◦] Φ [◦]

735338 924 23 3.2 52.4 134.3

2051232 921 16 2.3 32.1 -51.2

2201129 944 29 2.3 52.2 -124.2

2798252 932 31 2.7 48.2 127.1

3478238 964 10 2.3 38.1 24.0

3690306 925 31 2.6 41.3 -78.0
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Figure 7.7: Events 1 to 6. Data point (black bullet) and statistical uncertainty superimposed
to the relative simulation histogram (filled area). The thick and the dashed lines indicate
respectively mean and median of the photon Xmax distribution.
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Figure 7.8: A photon candidate example: event sd 2051232. Top left: reconstructed profile;
top right FD telescope view with pixel trace. Bottom left time fit, bottom right top-view of
the Auger site.

proton ones. However, this is far from being a photon observation, as deep fluctuating
protons are still the favoured source for this kind of events. To evaluate the correspondig
proton background for this event one has to try to quantify the contamination fraction by
loking at the tails of the proton Xmax distribution.
In Fig. 7.10 the fraction of events with Xmax above depth threshold Xthr as a function
of Xthr for the proton simulations of this event is plotted (red solid line). The fraction
of events above the photon candidate value (921 g cm−2 ), is below 2%. The fraction of
proton contamination even if low, being this a particular selected case, is still significant.
As discussed in 7.1.3, a detailed Monte Carlo study is necessary to evaluate the background
contribution in order to put a stronger limit. However a raw estimate of the number of
expected events from hadron tails with a Xmax compatible with photons simulations can
be given.
In Fig. 7.11 the fraction of events with Xmax above a depth threshold Xthr is plotted as
a function of Xthr, red line for showers induced by protons, black line for shower induced
by iron nuclei at an energy of 1018.5 eV.
The median value of Xmax for photons at this energy, see 7.3, is 907 g cm−2 . This would
give, in case of a pure proton composition, a fraction ∼ 3% of events above the cut. Iron
nuclei, with a shallower average Xmax and smaller fluctuations give, as expected, a negli-
gible fraction of events in the photon region. Since our proton simulation sample above
1018.5 eV, after applying all the cuts, contains ∼ 240 events, it would mean 7 events above
the threshold. This raw estimate is fully compatible with what we observe.
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Figure 7.9: Left: measured shower longitudinal profile (black bullets with errors) along
with GH fit (blue solid line) and some reconstructed longitudinal profiles (randomly selected)
obtained from the dedicated photon simulations (blue dashed lines). Right: same with respect
to proton induced showers (red lines).
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Figure 7.10: Fraction of events with Xmax above depth threshold Xthr as a function of
Xthr for the proton simulations of event sd 2051232. The fraction of events above the photon
candidate value (921 g cm−2 ) is below 2%.

103



Chapter 7

]-2 [g cmthrX
500 600 700 800 900 1000 1100 1200

fr
ac

ti
o

n

-210

-110

1

proton
iron

Figure 7.11: Fraction of events with Xmax above depth threshold Xthr as a function of Xthr

at an energy of 1018.5 eV. The red line is for showers induced by protons, the black line for
shower induced by iron nuclei. The fraction of events above the photon mean (907 g cm−2 )
at the same energy is ∼ 3% in case of protons, negligible for iron nuclei.

Table 7.5: Summary table for the integral upper limits to the photon fraction above 2, 3.16,
5, and 10 EeV. The number of photon candidates, the same at 95% c.l., the total number of
events and the limits in % are displayed. A fraction of 16% has been subtracted to account for
cloud coverage. The most conservative relative detector efficiency of 0.80 has been assumed.
A factor 0.5, corresponding to the median cut efficiency has been taken into account.

Ethr [·1018 eV ] nγ obs nγ 95% c.l. nγ̄ + nγ f ul
γ [%]

2 6 11.85 947 3.7

3.16 0 3.0 476 1.9

5 0 3.0 240 3.7

10 0 3.0 77 11.6
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7.3.3 Conclusions: upper limits above 2, 3.16, 5, and 10 EeV

After the selection, a total number of 947, 476, 240, 77 events with reconstructed energy
larger than 2, 3.16, 5 and 10 EeV respectively, survived. Table 7.5 summarises for each
energy threshold the number of detected photon-like events, and expected at 95% confi-
dence level, the total events (nγ̄ + nγ), and finally the derived integral upper limits to the
photon fraction. An estimation for the fraction of cloud obscured events has been taken
into account, the value assumed is 16%, as calculated for [110]. For the relative detector
acceptance correction we conservatively assume the minimum value of ǫ = 0.80, for the
cut efficiency f = 0.5 corresponding to the cut at the median.
The derived upper limits are shown in Fig. 7.12 (blue markers), along with previous ex-
perimental limits and model predictions. Above 10 EeV the result is limited by statistics,
but represents a independent confirmation of the Auger SD result, as already pointed out
in [21]. The first bounds at lower enegy, above 5 EeV and 3.16 EeV, are instead signifi-
cantly constraining the SHDM and TDs models, extending the Auger SD results. A factor
∼ 10 more statistics is needed to reach sensitivity for testing the Z-Burst model predic-
tions. The limit above 2 EeV is to high to constrain any model, but we underline that
the calculation is very conservative, with respect to energy threshold, detector acceptance
corrections and background subtraction.
Finally, the photon search with the hybrid data is expected soon to benefit from the sig-
nificant increase of statistics, when taking into account the data recorded from the other
two fluorescence telescopes, which were not yet in operation or fully calibrated.
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Figure 7.12: Upper limits to the photon fraction in the integral cosmic rays flux for different
experiments: AGASA (A1, A2), AGASA-Yakutsk (AY), Yakutsk (Y), Haverah Park (HP),
for references see Fig. 3.9 [132]. In black the limits from Auger surface array (Auger SD) [21]
and finally in blue the limits above 2, 3.16, 5, and 10 EeV derived in this work (Auger HYB).
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7.4 Impact of a photon contamination on the measurement
of the p-air inelastic cross section

We shortly discuss here the impact of a photon contamination on the estimate of the
inelastic proton air cross section σinel

p−air at the highest energies. This quantity can be de-
rived experimentally from the measurement of the depth of shower maximum exploiting
the correlation between Xmax and the depth of the first interaction, as done for Fly’s Eye
in [17]. See [37] for a comprehensive fit of the Fly’s Eye and AGASA [81] measurements
with the accelerator data.
The procedure is however not straighforward, as the observed shower attenuation length
depends highly on the rate of energy dissipation into the detected electromagnetic compo-
nent. The probability of having an interaction at a depth Xint larger than X is decreasing
exponentially as follows:

P (Xint > X) ∝ exp (−X/λint) (7.13)

where λint (p,air) = < mair >/σinel
p−air and < mair > is the mean mass of the air nuclei

(14.54 g/mol).
If we could neglect the instrinsic shower fluctuations, the correlation between Xmax and
X1 would be perfect and the shape of the distributions preserved. Their effect can however
be expressed by a multiplicative factor k, which includes interaction model features and
detector response. The probability of having a value of Xmax larger than X is:

P (Xmax > X) ∝ exp (−X/Λ) (7.14)

where Λ = k · λint is the shower attenuation length.
Given the k factor, the interaction length can be derived and the σinel

p−air measured, see
also [26] for HIRES data, and [135] for a preliminary estimate with the Auger FD and
Hybrid data.
As a matter of fact, the Xmax distribution tail is not a single exponential, this introduces
a large dependence of k on the fitted region. If the fit starting point is too close to the
distribution peak the measurement would be, for instance, more sensitive to heavier ele-
ments contamination. At large Xmax instead the statistical errors grow. The dependence
of the slope value and fit error from the fit starting point is shown in Fig.7.13.
Accurate simulation studies with large statistics have been performed in [6]. The sensi-
tivity of this measurement and the systematics have been recently re-discussed in [151].
To show how much could a photon contamination affect the estimate of the σinel

p−air a sample

of 10000 CORSIKA4 showers induced by protons of energy 1018.5 eV has been generated.
In Fig.7.14 left panel, the distribution of the depth of shower maximum (thick red line)
is shown with a fit of the slope 100 g cm−2 after the Xmax . The distribution of depth of
first interaction, shifted by 500 g cm−2 is shown too (dashed red line). Dealing with a real
detector the uncertainty in the determination of the shower maximum has to be taken into
account. The effect of a finite detector resolution on the Xmax distribution is shown in
Fig. 7.14, right panel. The smearing of the distribution results in a broader portion around
the maximum, but the slope of the tails is only slightly affected. This demonstrates the
proper choice of the Xmax cut, in agreement with the previously cited work.

4uniform zenith distribution, thin 10−5, high energy interaction model QGSJETII
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Figure 7.13: Dependence of the k factor and relative error from the fit starting point.

The effect of a contamination of 30% iron nuclei together with the finite detector resolution
has also been tested. Again the effects combine in a broader region around the peak but
the change in the slope is minimum if the fit is performed at a sufficient distance from the
maximum. The contamination from lighter elements, for instance Helium nuclei, could
preclude the σinel

p−air measurement itself, as has been stated recently in [150]. A better
knowledge of the primary composition is necessary to overcome their correlation.
Given the limits derived in the previous section we show the effect of a photon contam-
ination, of the order 2%, 3.5%, 5% and 10%, in our proton sample. Photons directly
contribute to a bias towards deeper Xmax , which can’t be avoided restricting the fit range
of the far tail of the distribution. The derived attenuation lenght is larger of a factor 8%
17%, 26% and 37% resulting in a corresponding reduction of the derived σinel

p−air .
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Figure 7.14: Left: distribution of depth of maximum for simulated showers induced by
protons at 1018.5 eV (thick red line), along with distribution of depth of first interaction
X1 shifted by 500 g cm−2 . (dashed red line). Left: smearing effect of a finite detector resolu-
tion (thick red line) compared to infinite resolution (dashed red line). ∆Xmax =35 g cm−2 as
for HIRES [27], while the resolution for Auger is ∼20 g cm−2 [47]. An exponential fit to the
slope of the tail 100 g cm−2 after peak is also shown.
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Figure 7.15: Effect of a photon contamination of 2%, 3%, 5% and 10%. The corresponding
relative change in the slope is 8%, 17%, 26% and 37%. The cross section measurement would
be reduced accordingly.
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Summary and outlook

In this work the performance of the Pierre Auger Observatory has been studied in detail
and a search for photons as cosmic ray primaries has been performed over a wide energy
range.
Large photon fractions at ultra high energies are predicted by the non-acceleration models,
based on decay or annihilation of exotic particles of GUT scale masses. Moreover, photons
are predicted as product of the GZK processes in the interaction of nucleons with the
cosmic microwave background. However no UHE photon detection has been claimed so
far. Limits to the fraction of photons in cosmic rays have been set previously by ground
experiments only.
The Pierre Auger Observatory, with its hybrid design, profits of an accurate determination
of the geometrical parameters and of the direct observation of the shower longitudinal
development. Moreover the detector provides a large exposure and full sky coverage,
possibly opening a way for cosmic ray astronomy at the highest energies.
The main outcomes of this work are summarised as follows.

• The fluorescence telescopes of the Pierre Auger Observatory consist of a total of
11 000 optical modules. Half of them have been tested and qualified with a highly
automatised test setup. Details on the experimental requirements and test results
are presented in Section 4.3, (see [24]).

• The performance of the fluorescence detector (FD) reconstruction algorithm has been
studied at different selection levels with dedicated simulations. In Chapter 5 the FD
trigger efficiency and the geometry resolutions are calculated. A realistic estimate
of the hybrid resolution of the physics observables (depth of shower maximum and
energy) has been given, see [108].
The extension of the reconstruction capabilities to the highest energies has been
achieved after a detailed study of the FD saturation region (energy-distance). The
FD electronics employs a double gain system which allows to cover a large signal
dynamic range (15 bits) with 12 bits ADC converters A. A new technique has been
implemented to recover events eventually exceeding the signal range of the high gain
channels by using the low gain channels information, significantly improving the
performance of the full simulation-reconstruction chain, see [136].

• Given a reliable reconstruction algorithm, we investigated the composition sensitivity
of different parameters connected to the depth of shower maximum and the shape
of the longitudinal shower profile, testing fits with different functional forms. A
Principal Component Analysis (PCA) has been performed in order to improve the
hadron-photon separation power of a simple Xmax cut compared to the one achievable
combining other sensitive observables, like for instance the width of the shower
profile or the depth of the first interaction. A clear enhancement has been found,



see [139]. The analysis on the reconstructed Monte Carlo sample, has been extended
to quantify the sensitivity after full hybrid detector simulation.

• An update of the result reported in [119] (a limit to the fraction of photons in cosmic
rays above 10 EeV), has been performed, based on the depth of shower maximum
as discriminating observable. This analysis includes one more year of data. The
current result above 10 EeV is 13% at 95% c.l., see [21].
As a next step the analysis has been extended at lower the energies in order to
benefit from a factor ∼ (E/1019)−3 larger statistics. The challenge is now to set the
limit in a region where the hybrid detector efficiency may drop below 100%. This is
only possible after a detailed study of the relative acceptance for hadron and photon
primaries, via a full hybrid detector simulation.
The Auger hybrid data collected between February 2004 and July 2007 in two of
the four fluorescence telescopes are used in this analysis. An appropriate statistical
method for dealing with a large data sample has been applied (section 7.1.2). The
derived upper limits at 95% c.l. are 3.7%, 1.8%, 3.7% and 11.6% respectively above
2 EeV (6 candidate survived), 3.16, 5 and 10 EeV (0 candidates survived). These
results are consistent with a raw estimate of the hadron background, see 7.3.

• The measurement of the proton air inelastic cross section at energies beyond man-
made accelerators is one of the challenges of the cosmic rays experiments. The
impact of a photon contamination on this measurement has been studied. The
derived attenuation length is larger of a factor 8%, 17%, 26% and 37% resulting in
a corresponding reduction of the derived σinel

p−air .

Final remarks

The figure shows the limits derived in this analysis plotted along with results from
the previous experiments at higher energies. The limit confirms the strong con-
straints to the non-acceleration models (SHDM, SHDM’ and TD) and in turn highly
favor the astrophysical scenarios for the origin of UHE cosmic rays.
The PAO southern site will be completed by the beginning of 2008. Its large expo-
sure will rapidly improve the hybrid detector sensitivity (a factor ∼ 10 in ∼ 2 years).
Combining different observables connected to the shower development in the atmo-
sphere is a crucial point, which could highly enhance the hadron-photon separation
power as we stated in Chapter 6. Moreover the hybrid design of the Pierre Auger
Observatory offers the unique opportunity to perform a combined study including
the observables from the surface detection technique. This will be the natural next
step of this work.
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Appendix A

Fluorescence detector electronics:
the virtual channel

A.1 The virtual channel working principle

The dynamic range of the fluorescence detector recorded signal runs from 3 to almost 105

photoelectrons/100ns, which means about 15 bits. An optimal solution to provide the dy-
namic range compression to the 12 bits analog to digital converters has been implemented
in the analog electronics design, see [114, 11].
Each analog board carries 24 FADCs, 22 for the normal channel (high gain), 2 for the
virtual channel (low gain). Exploiting the fact that channels don’t trigger at the same
time, but rather in a time sequence, the system can handle pulses with amplitudes beyond
the saturation limit of the normal PMT readout.
Fig A.1 shows the sketch of the virtual channel electronics. Parallel to the normal read-
out, the virtual readout records the sum of 11 non adjacent even (or odd) normal channels
belonging to the same column.
If a normal channel saturates, the information on the signal can be recovered looking at
the virtual channel and subtracting time-bin wise the contribution of the not saturated
PMTs. The signal of the i-th PMT can be retrieved through the following relation:

sni
=





sv

gv
−

∑

j 6=i

(

snj

gnj

)



 gni
(A.1)

where sv is the signal in the corresponding virtual channel, gv is the virtual channel gain,
the sum runs on the triggered PMTs contributing to the virtual trace in the same time-bin,
snj

are the signals in the normal channels, gnj
are the normal gain factors and gni

the
gain of the i-th normal channel.
Fig A.2 shows the display of a simulated shower with saturation occurring in some of the
normal channels. The camera sky view for the recorded event is shown in the left panel;
the selected traces and the corresponding virtual trace are visualized in the right panel.

113



Appendix A

Figure A.1: Sketch of the analog electronics showing the working principle of the virtual
channel. Parallel to the normal readout (high gain channels) the signals of 11 odd-numbered
(and even-numbered) channels in a column are summed up and driven to the corresponding
virtual channel (low gain channel). In case of saturation of the normal ADC, the information
on the collected charge can be restored from the virtual.

A.2 Implementation in the simulation-reconstruction frame-
work

The Fluorescence Detector simulation software FDSim has been described in [125]. The
FdTriggerSimulator module has been modified in order to build the virtual traces from
the corresponding normal channels and export them in the output file. The gain ratio can
be set in the simulation datacard in order to study its impact on the reconstruction. FD-
Sim has been lately integrated in the Offline [10], the complete simulation-reconstruction
framework for the Pierre Auger Observatory.
The changes in the reconstruction sequence have been implemented at its first step, right
before the end-to-end calibration constants are applied. The FdCalibrator module, re-
sponsible for extracting the photon traces from the raw ADC data, has been modified in
order to read and store all the traces, including the virtual channels, belonging to the list
of the triggered PMTs.
The first added method, LoadADC(), performs a bin-per-bin check on the PMT traces for
ADC overflow. In the eventuality of saturation in one or more bins, the corresponding
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Fluorescence detector electronics: the virtual channel

Figure A.2: Display of a simulated event. Left panel: camera sky view with the pixels
triggered by the shower; the color code reflects the time sequence from violet to red. Right
panel: traces recorded in the selected pixels, four of which are saturated; in black the trace of
the corresponding virtual channel.

channel flag is set to 1 and the first saturated bin (FSB) and last saturated bin (LSB)
numbers are stored.
The calibration of the traces is performed as usual in case of no saturation. Instead, in
case of positive flagged channel, the method ADCReloaded() is called to substitute the
saturated trace bins (between the FSB and LSB) with the corresponding virtual channel
bins scaling them by the relative gain ratio. The method performs also the subtraction of
the contribution from other triggered pixels in the same virtual channel at the same time.
The usual calibration constants can then be applied to the recovered traces, in order to
get photons per 100ns time bin from the integer pixel ADC traces. In case of time overlap
between saturated traces or saturation of the virtual channel itself, i.e. unrecoverable
saturation, the module exits with a failure message.
Fig.A.3 left shows an example of a saturated photon trace (photons/100ns time bins) in a
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Figure A.3: Left the saturated trace in pixel 199 (photons/100ns vs time bins), center the
photon trace after recovery. Timebins from 400 to 408 have been substituted according to A.1.
The right plot shows the raw signals in the corresponding virtual channel 459 (ADC/100ns vs
time bins) from which the ADC values have been reloaded.

simulated event. The central plot shows the recovered photon trace and at the right plot
the corresponding virtual channel raw trace (ADC/100ns time bins).
The necessary modifications have been made to the ChannelRecData class belonging to
the Framework/FEvent, which contains the ADC integer traces with pedestal.
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The saturation flag and the relative setters and getters functions have been added to the
code. The first and last saturated time bins are also saved here.

FdCalibratorWG: module settings

The FdCalibratorWG (Wuppertal Group) has been released together with a dedicated
technical note (GAP-2006-104), and is part of the offline CVS repository. The module
settings can be chosen via a xml file. The following options have been added to the
existing FdCalibrator.xml parameters:

• <fixedCalibConst> value to be used as the fixed calibration constant when the
database is switched off (default 5.0)

• <saturationRecoveryMode> saturation recovery mode (default active = 1)

• <virtualRatio> fixed value for the relative gain ratio (default 20.0)

• <border> time bins around the saturated part of trace to be also loaded from the
virtual channel (default 0).

In the next future the monitoring database is being filled, on nightly base, with the
operating values of the calibrations and the measured relative gain ratios. The baseline
value and RMS noise of each channel will also be monitored and included in the recovery
method.
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Cuts and candidates
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Figure B.1: Variables distributions after applying quality cuts for data (pink bullets), along
with simulations for proton (red), iron(black) and photon (blue). Top panel: number of FD
triggered pixels and minimum angle between FD pixel directions and shower axis. Bottom
panel left: distribution of FD-SD time residuals (SD measured time and tank trigger time
estimated from FD). Right: normalized Gaisser-Hillas χ2 distribution.
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Figure B.2: N-1 plots, obtained with all quality cuts exluding the one on the plotted variable.
Top panel: distance between shower axis and hottest SD tank and distribution of FD-SD
time residuals (SD measured time and tank trigger time estimated from FD). Central panel:
number of FD triggered pixels and minimum angle between FD pixel directions and shower
axis. Bottom panel: normalized Gaisser-Hillas χ2 distribution and χ2GH / Lineχ2.
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Figure B.3: Photon candidates above 2 EeV: event sd 735338
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Figure B.4: Photon candidates above 2 EeV: event sd 2051232
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Figure B.5: Photon candidates above 2 EeV: event sd 2201129
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Figure B.6: Photon candidates above 2 EeV: event sd 2798252
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Figure B.7: Photon candidates above 2 EeV: event sd 3478238
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Figure B.8: Photon candidates above 2 EeV: event sd 3690306
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