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Chapter 1

Introduction

Saturn’s moon Enceladus is a promising candidate for hosting extraterrestrial life[51]. Obser-
vations of plumes of water vapor and ice particles by the Cassini spacecraft have proven the
existence of a global saltwater ocean beneath the surface[63]. These geysers originate from the
fracturing of the ice crust at the south polar region induced by tidal forces and the filling of these
cracks with water from the underlying ocean, forming aquifers around ~500 m to ~800 m beneath
the surface (assuming the ice crust at the Enceladus south pole is between 5km and 8 km) [78§].
The fracturing of the ice above the aquifers leads to the observed cryovolcanism. A summary
of the relevant geological properties of Enceladus is given in chapter |2 These aquifers represent
a uniquely accessible target for future exploration of ice moons by an autonomous melting probe.

The Enceladus Explorer (EnEx) project aimed to construct an autonomous self-navigating melt-
ing probe to access analogous environments on Earth, such as the sub-glacial lakes in the Antarc-
tic [43]. Successful demonstration of the probes on Earth would pave the way for developing a
melting probe as a payload for a future lander mission to Enceladus (or similar ice moons). The
EnEx project is described in chapter Some prerequisites for successfully deploying such a
probe on Enceladus include accurately identifying the depth and position of subsurface aquifers
and the ability to land the spacecraft in a safe landing location within the melting probe’s oper-
ating range. Crucially, the probe must safely traverse the ice along a path that avoids hazardous
obstacles such as crevasses, dust belts, and meteorites.

Ice is a transparent medium to radio waves, with attenuation lengths L, on the order of
0.8km to 1.5km in the Greenlandic and Antarctic ice sheets for the 100 MHz to 500 MHz
range[0, [10, 13} [83]. This suggests the use of ice-exploring radar as a means to achieve the goals
of the EnEx project. Successfully characterizing the position and shape of targets and hazards
in ice requires a reliable model of the intervening ice properties, chiefly a profile of the dielectric
constant or permittivity €,.. The refractive index of the ice n can be calculated directly from the
permittivity.

Therefore, some key goals of the EnEx project were to:

1. Develop methods to model or simulate the propagation of radio-wave through the Ence-
ladus’ ice environment from a transmitting source (TX) to a receiver (RX)

2. Develop an in-situ method to measure the permittivity of the ice.

Finding working solutions to satisfy these goals was the subject of the work described in this
thesis.



4 CHAPTER 1. INTRODUCTION

1.1 Modelling Radio Propagation in Ice

Reconstruction of the position of the water pocket beneath the surface of Enceladus will depend
on accurately modeling radio propagation through these layers, where the permittivity will be
in-homogeneous concerning depth and lateral distance. This work uses a parabolic equation
(PE) method to model radio-wave propagation through different ice environments. PE methods
yield approximate solutions to Maxwell’s equations in contrast to a full-field solution from finite-
different time domain (FDTD) methods, with the benefit of being far more computationally
efficient. At the same time, the PE approximation yields a more complete radio transmission
model than ray tracing (RT) methods, accounting for frequency-dependent and range-dependent
wave properties such as interference. PE methods permit simulation of continuous wave and
pulsed emission through data-defined depth and range-dependent refractive index profiles on a
km-scale, accounting for realistic features such as surface roughness, crevasses, and refrozen-ice
layers, and can also model back-scatter off objects in the ice. A description of the PE method
and its implementation via the paraPropPython code [68], which was improved and updated in
this work, is given in chapter

Given the ability to simulate radio-propagation given a known ice permittivity, it is possible
to define testable predictions of ice-penetrating radar data from a given permittivity profile.
However, in real-world applications, one wishes to find the permittivity profile from in-ice radar
data, requiring a inversion method. In this work, an inversion method was formulated to re-
construct the permittivity profile of the ice environment between transmitter(s) and receiver(s).
This inversion method works by using paraPropPython to simulate the radar data using a large
set or population of permittivity profile estimates, which are represented by a set of ‘genes’, and
using a genetic algorithm (GA) to select for the best-fitting profiles and generating new profiles
by combining features of different profiles and adding ‘mutations’. The GA evolves the popu-
lation of permittivity profiles over multiple generations to yield improved estimates. In chapter
a test of this method is made by generating artificial data (‘pseudo-data’) using paraProp-
Python, and the GA inversion method can reconstruct the permittivity profile to a residual error
of Ae, <0.1.

1.2 In-situ measurement of ice permittivity

A prototype bistatic radar system for measuring permittivity between prepared boreholes was de-
veloped during this work. The radar utilizes the frequency-modulated continuous wave (FMCW)
method to measure the time delay between the signal transmission from an in-ice transmitter
(TX) to an in-ice receiver (RX). The modulating involves the synthesis of a continuous wave
signal with a frequency that increases linearly from a minimum frequency fi, to a maximum
frequency fqe over a defined time interval, known as the modulation time 7;,,q. The propa-
gation time is estimated by multiplying the received signal with an equivalent signal generated
by a local oscillator within the receiver. Due to the continuous frequency ramp, the time delay
between these two signals will result in an instantaneous frequency offset between the two sig-
nals, which can be observed in the Fourier transform of the multiplication signal. In the case
of multi-path propagation caused by in-ice reflections, the Fourier spectrum will have multiple
peaks corresponding to different signal propagation times. The FMCW system designed in this
work was able to transmit between frequencies of 800 MHz to 2200 MHz and can measure the
direct propagation time of a signal in the air to a precision At < 5ns. This time resolution
results in a nominal permittivity reconstruction Ae, < 0.14 for a horizontal distance separating
TX and RX of R = 20m, assuming the correct identification of the direct traveling signal. An
overview design and testing of this cross-borehole radar is given in chapter [6]

This cross-borehole radar was tested in a field campaign on the Aletsch Glacier of the Swiss
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Alps in the spring of 2022 and was used to measure the complex permittivity of the upper 15m
of the glacial firn. This is described in chapter [7] Finally, a preliminary analysis of the data
obtained from the Aletsch glacier field test, utilizing the GA-based inversion of PE simulations,
is given in chapter [§] A summary of the important findings of this work is given in chapter [0

There are five appendices following the conclusion. Appendix [A] summarizes the theoretical
aspects of dielectric permittivity. A description of glacial firn densification processes is given in
Appendix[B] A theoretical study of the possible ice properties on the surface of Enceladus, based
on modeling the deposition of ice grains on the surface, was given in Appendix [C] A discussion
of a preliminary field test for the EnEx-AsGAr project is given in Appendix A comparison
study between the PE simulation code paraProp and a finite different time domain (FDTD) code
MEEP is shown in Appendix [E] in which the accuracy of the PE methods is verified against the
more established FDTD method. Finally, an example of RF propagation through a non-flat
surface topography is shown in Appendix [F]



CHAPTER 1. INTRODUCTION



Chapter 2

Enceladus: A home for
extraterrestrial life?

Among the many planetary bodies of this solar system, Saturn’s moon Enceladus is considered
one of the most promising candidate to host extraterrestrial life[51]. Enceladus is the smallest
planetary object in the solar system, with a diameter of 504.2 km, which is geologically active.
More than 200 geysers were identified at its south pole by Cassini-Huygens spacecraft through-
out its 13-year-long exploration of the Saturnian system [63]. These erupt water in the form of
vapor and ice particles. These plumes are ultimately sourced from a global saltwater ocean that
separates Enceladus’ ice crust from a porous rocky core[66].

The presence of such an ocean, along with the presence of organic molecules (which were also
detected in the plumes[65]), and the availability of energy to drive metabolism would make Ence-
ladus a world that would be habitable for a range of Earth microorganisms. The energy source
may be chemical interactions at the ocean floor or oceanic volcanism. This chapter provides an
overview of Enceladus’ geology, geological activity, and surface features, emphasizing the south-
polar terrain (SPT). The characteristics of the plumes, including their chemical composition and
distribution over the surface, are also described. The south polar terrain is a region of prime
scientific interest. It is thus a target for proposed future space missions such as the Enceladus
Explorer project discussed in chapter [3] An analysis to determine the dielectric properties of its
surface is summarized in appendix [C|

2.1 Observational History

Enceladus was discovered on the night of the 28" of August 1789 by the German-born British
astronomer William Herschel, using a 12 m long, 1.2 m aperture reflective telescope, the largest
in the world at the time. Even with the most powerful telescopes of the age, Enceladus was
difficult to observe owing to its faint apparent magnitude (My = 11.7) and its proximity to Sat-
urn and its rings [25]. Apart from its orbital characteristics and estimates of its mass, density,
and albedo, little else was known about Enceladus for the next two centuries. Evidence for a
diffuse and extensive outer ring of ice particles overlapping with the orbit of Enceladus was first
observed by astronomers in 1907, with definitive identification of a ring occurring in 1966, later
being designated the ‘E-ring’[25]. The first detailed observations of Enceladus’ surface and the
E-ring came with the Voyager 2 flyby in 1981, revealing a geologically young surface devoid of
impact craters. The measured sputtering rate from the Voyager 2 plasma detector showed that
the lifetime of an ice particle in the E-ring was approximately 100 years, which meant that its
existence required a replenishing source of ice particles, most likely from Enceladus itself [25].

A giant leap in the knowledge of this world came with the arrival of the ESA/NASA robotic
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Figure 2.1: A high phase-angle image by Cassini’s ISS (taken on 27.11.2005) of the plumes visible
by scattered light. Image A shows the clear-filter image, where the plumes can be resolved into
individual jets. Image B is a color-coded version of Image A, where fainter parts of the plume
are made visible. Images are taken from Fig. 6 in Porco et al. 2006 [63].

probe Cassini-Huygens into orbit around Saturn, beginning a 13-year exploration of the planet,
its rings, and system of moons[25]. Between 2005 and 2015, Cassini would make 23 dedicated
flybys of Enceladus, designated EQ through to E22. Hints of a trace atmosphere of ions generated
by an unknown process were found in perturbations in the Saturn magnetic field in flybys EO and
E1, with the second flyby showing the atmosphere was not symmetric but concentrated toward
the southern hemisphere [25]. These findings prompted the Cassini science team to plan a closer
flyby of Enceladus in July 2005[25].

This third flyby (E2) saw Cassini fly within 177 km (0.7 Enceladus radii Rg) of the surface,
where the magnetometer confirmed the presence of ionized water vapor[25]. The Ultraviolet
Imaging Spectrograph (UVIS) observed occultations of background stars, which were used to
confirm the existence, composition, and position of a plume of water vapor from Enceladus’
south polar region. Together, these observations proved the existence of active ‘cryovolcanism
at Enceladus’ south pole and showed that these plumes were the source of Saturn’s E-ring. Sub-
sequent images by the Imaging Science Subsystem (ISS) showed the terrain of the South Polar
Region to be geologically young and active, with narrow tectonic fractures (the ‘tiger stripes’),
high color and albedo contrasts, high relative temperatures, and surface of finely grained ice
particles. An ISS image of plumes emanating from the south pole is shown in Fig. The ISS
also traced the origin of the plumes to jets emanating from sources within the tiger stripes, likely
originating from saltwater reservoirs beneath the surface. Later analysis of ISS images confirmed
the presence of microscopic ice particles [63].

This discovery marked Enceladus as a primary target of interest for the Cassini mission, with
flybys E3 and E4 making even closer passes (47 km and 46 km altitude at closest approach,
respectively) allowing for in situ sampling of plume particles and high-resolution imaging of the
south polar terrain. Flyby E5 featured the closest-ever approach of Cassini to Enceladus at an
altitude of 20 km. The sampling of the plumes using the Cosmic Dust Analyser (CDA) confirmed
the presence of salt-rich ice particles, which proved the existence of a saltwater ocean separating
the ice crust from a rocky core. The data obtained by Cassini’s instruments throughout the 23
flybys and more remote observation of Enceladus and the E-ring while in Saturnian orbit form
the basis of our current understanding of Enceladus as a geologically active world. However,
many fundamental questions about Enceladus, including its age and mode of formation, as well
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Figure 2.2: The location of Enceladus within the Saturnian system, with the ring system and
five of its ‘mid-sized’ moon neighbors (Credit: NASA/JPL).

as the possible existence of life, can only be answered by future space missions with more sen-
sitive instruments than Cassini and a greater focus on Enceladus, including potential orbiters,
landers or subsurface melting probes.

2.2 Orbital Characteristics

Enceladus orbits Saturn every 1.37 sidereal days in a slightly eccentric orbit (the eccentricity e of
Enceladus is: e = 0.0047) at an average distance of 237948 km from the center of Saturn [I]. It
is one of Saturn’s six ‘mid-sized’ satellites, which are in order of increasing distance from Saturn:
Mimas, Enceladus, Tethys, Dione, Rhea, and Iaepetus[3]. These worlds have diameters ranging
from 400 km to 1500 km and are approximately spherical in shape[3]. Collectively, they comprise
~4% of the mass of all objects in orbit around Saturn, making them substantially smaller than
Titan, Saturn’s largest moon, which accounts for 96 % of the mass[3], but substantially larger
than all other Saturnian satellites and the rings which collectively comprise only 0.04 % of the
system’s mass[27] with Saturn’s mass itself excluded. Except for Iapetus, the mid-sized satellites
orbit between the main ring system and the orbit of Titan. A graphic showing the positions
and sizes of the mid-sized Saturnian moon and the rings is given in Fig. The moons are all
comprised primarily of silicate rock and water ice. Except for Enceladus, they all have ancient
surfaces dominated by impact craters [79], with surface ages approaching the age of the solar
system ~4.5 Gyr. Alone amongst the mid-sized satellites, Enceladus is geologically active and
internally differentiated[79] into a structure of Enceladus, which will be described in the following
section.

Due to its relatively close distance to its host Enceladus is tidally locked with Saturn, with
the same hemisphere always facing the planet[56]. It is also presently locked in a 2:1 orbital
resonance with Dione, completing 2 orbits for every Dione orbit. The orbital resonance is a
major driver of Enceladus’ geological activity via tidal heating [55] 56]. Its orbit is located at
the peak density of Saturn’s E-ring, comprised of water vapor and ice particles from Enceladus’

geysers [77].
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2.3 Geology

2.3.1 Internal Structure

The bulk density of Enceladus is measured to be pg = 1609 + 5 kg/m?, which implies ice to sili-
cate rock mass balance ratio of ~60:40[59, [72]. As mentioned above, it is a differentiated body
with a core composed of silicate (SiOy4) rock and metal with a radius of ~ 190-200 km and density
of ~2400kg, overlaid by a water layer some 62-52 km thick on average divided into an ocean of
liquid water and an outer layer made of ice[72], [86]. The differentiation of Enceladus into these
3 layers, with the estimated densities and thicknesses, is shown in Fig. The existence of an
ocean can be inferred from the presence of salts, particularly sodium Na, in the plume particles,
for which the most plausible explanation would be a body of liquid water in contact with porous
silicate rock[66]. Initially, this ocean was hypothesized to be only a regional sea below the south
polar terrain, as the 0.3 GW heat output of the core appeared to be unable to sustain a global
ocean on geological time scales [79]. However, two lines of evidence indicate that the ocean is
global in extent. First, Enceladus is found through gravitometric measurements to not be in
hydrostatic equilibrium and would require isostatic compensation to account for the excesses in
topography and variations in gravitational field[35]. The simplest explanation for this is an ocean
that separates the ice crust from the core. Secondly, Enceladus undergoes libration in its orbit, a
phenomenon that can be thought of as a ‘wobble’ of the rotational axis with respect to its orbital
plane [35]. The measured libration 0.120°4+0.014 is too large to be consistent with an ice crust in
contact with the core but is consistent with a global ocean. Indeed, the libration is consistent with
an ocean with an average depth of between 26 km and 31 km deep, an ice crust with an average
depth of between 25 km and 21 km thick and a core radius of 200 km[86]. However, the ice crust is
not uniform in thickness across the moon but is estimated to vary from a maximum of ~30km at
the equator to between ~6 km and 8 km at its southern pole and ~10km at its northern pole [40)].

Recent analyses of the tidal and orbital evolution of Enceladus indicate that the equilibrium
heating rate of Enceladus is sufficient to maintain an ocean over geological timescales (~Gyr),
as long as the ice crust is conductive [56]. Inferring from the time between the formation of the
Earth’s oceans ~4.5, Gyr and the earliest evidence of life (4.1 to 3.5 Gyr), the persistence of the
Enceladus ocean for billions of years makes the existence of life more likely and plausible than
the case of a recent formation of the ocean [51].

2.3.2 Origin and Geological History

Exactly how Enceladus formed and how old it is remains uncertain, although there are several
hypotheses[52]. Enceladus must have formed from the accretion of a rotating co-planar disk of
material around Saturn. The exact mechanism is unclear, as is the time when this occurred.
Indeed, even a recent formation of Enceladus from an earlier ring or the debris of one or two
mid-sized moons that underwent a collision has not been ruled out at the time of writing [53].
Most theories posit the formation of Enceladus with the other mid-sized moon at approximately
the same time as the formation of Saturn[52]. The available evidence of the chemical composition
of Enceladus and Saturn’s other icy moons, drawn from the chemical composition of Enceladus
plumes and measurements of Titan’s atmosphere by Huygens, suggests that the building blocks
of Enceladus have a common origin with some types of comets and carbonaceous asteroids[53].
These materials were drawn into orbit around proto-Saturn and appear to have formed Ence-
ladus and the other moons without significant chemical interaction with the gas of the Saturnian
nebula[53]. However, more chemical and isotropic data are needed to determine whether Ence-
ladus is primordial or formed from an earlier ring or a catastrophic impact[53].

Also unclear is how Enceladus became differentiated and whether its global ocean is primor-
dial or emerged recently. A planetary body of Enceladus’ size and density should quickly cool
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Figure 2.3: A cross-sectional profile of Enceladus’ south polar terrain showing the relative sizes
and densities of the three layers [56].

down and solidify internally before differentiation can occur without an additional heat source
[56]. The early Saturnian nebula was rich with short-lived radionuclides, including A1?° and
Fe%Y which would have produced enough heat to prevent the interior from freezing before dif-
ferentiating [56].

2.4 Surface Features

Enceladus has the highest albedo A = 0.81 + 0.04 of any object in the solar system, reflecting
so much sunlight that it has an average afternoon surface temperature of ~80 K and nightly
temperatures of ~50 K at equatorial latitudes, the coldest surface temperature of any Saturnian
satellite[33]. The high reflectivity of its surface is due to a ubiquitous layer of microscopic ice
grains deposited on the surface from plume eruptions from geysers at the south-polar region
[64]. The surface features of Enceladus are incredibly diverse, with substantial differences in
crater count numbers, topography, temperature, and ice grain composition between different
regions of Enceladus[59]. Enceladus surface can be roughly divided into three distinct regions:
the south-polar, equatorial, and north-polar [59]. Due to Enceladus being tidally locked, one
can define a Saturn-facing hemisphere, an anti-Saturn hemisphere, and may also define a leading
hemisphere (the side that faces the direction of orbital motion) and a trailing hemisphere. There
is a remarkable symmetry with respect to the direction of orbital motion and the direction of
Saturn, with similar surface features being observed on the Saturn and anti-Saturn surfaces and
similarities between the leading and trailing hemispheres.

The local surface age can be estimated from the size and density of superimposed impact craters
and a model of impactor flux, a method which can be intuitively understood, as an older impact
crater is more likely to have smaller impact craters inside it than a younger one, and larger
impacts were more likely earlier in the solar system’s history[24]. Aging a surface by crater
counting is strongly dependent on the model of impactor flux and may be uncertain by a factor
of 4 [42]. The oldest surfaces form a band from the Saturn-facing hemisphere, over the north
pole to the anti-Saturn hemisphere, with a surface age between 1 to 4 billion years[42]. However,
it is notable that most craters have been deformed by tectonic fracturing and are shallower than



12 CHAPTER 2. ENCELADUS: A HOME FOR EXTRATERRESTRIAL LIFE?

circumpolar reference
mountains  altitude

N ~J38
SN , - pENS
o : i
\, i % 4 brittle ice

: o 7 ductile
water-filled ‘ ice
ks :

cracl
salty sea

hydrated/porous
rocky core

Figure 2.4: A cross-section of the South Polar Terrain ice crust, showing the convection of warmer
and deeper ice and the fracturing of the ice from the ocean to the surface. (credit NASA/JPL
https://photojournal. jpl.nasa.gov/target/enceladus)

expected, possibly due to infilling from geyser deposits[79].

The leading and trailing hemispheres of Enceladus are geologically younger at mid-latitudes
than the Saturn and anti-Saturn hemispheres, with provinces ranging from 10 Myr to 2 Gyr in
crater count estimated ages [42]. These regions show signs of tectonic activity, with crisscrossing
sets of fractures and ridges with peaks and troughs up to 1 km in amplitude. Hills, isolated
ridges, and fractures are also present in these regions [79]. The presence of these features is
evidence that these provinces had ancient periods of geological activity, with high heat fluxes
of around 200-270 mWm ™2, similar to the present-day heat flux at the south polar region[85].
This ancient period of activity could be explained by ‘polar wander’, a movement of the moon’s
rotational axis over time[85].

2.5 South Polar Terrain

The south polar terrain (SPT) comprises the surface of Enceladus south of ~55°S latitude. The
SPT is surrounded by south-facing scarps and ridge belts at 50° latitude. South of this latitude,
the region is largely devoid of impact craters, with none larger than 1 km in diameter, indicating
it to be the youngest region of Enceladus, with some surfaces as young as 500,000 years[63].
Despite being a polar region, SPT is the site of the warmest surface temperatures of Enceladus
and is the host to the sources of the plumes and the four famous surface fractures known as ‘tiger
stripes’ [79].

2.5.1 Tiger Stripes and Geysers

The tiger stripes, first imaged in detail by the Cassini ISS in 2005, are four approximately parallel
fissures, known as ‘sulci’, on the SPT [63]. They were named; ‘Alexandria Sulcus’, ‘Baghdad
Sulcus’, ‘Cairo Sulcus’ and ‘Damascus Sulcus’, after cities that appear in the tales of the classic
A Thousand and One Nights[63]. They can be described as linear depressions on the surface
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with depths of around 500 m, flanked by ridges ~100m high and 2-4 km wide, with the peaks
separated by ~2km [79]. The sulci extend for an average distance of 130 km and are separated
from each other by ~35 km intervals. In addition to their shape, the tiger stripes are distin-
guished by being covered in coarse-grained crystalline ice[64], in contrast to the fine grains that
blanket the rest of Enceladus’ surface. COs ice, as well as simple organics, have been identified
by VIMS[21]. The crystalline ice structure is evidence of recent resurfacing, as radiation directed
by the Saturnian magnetic field would distort the crystal ice into an amorphous form[65]. The
tiger stripes were also distinguished as the site of a thermal anomaly by observations of the CIRS
instrument, with temperatures reaching peaks of 113 K to 180 K within the ridges[16]. The best
current estimate of the radiated power of the region is 15 + 3.1 GW[63].

The tiger stripes are the site of the most cryovolcanic activity on the moon’s surface, with
almost all of the jets emanating from within the tiger stripes[81]. A map showing the location
of the identified geysers is shown in Fig. The sources have been described as discrete gey-
sers, erupting from specific coordinates on the surface with a specific inclination angle[65]. An
alternative hypothesis is that the plumes are sourced as part of a common ‘curtain eruption’
similar to that seen in Iceland[80]. Throughout the observation period from Cassini, a cycle was
observed in which the geyser ceases activity and then resumes activity after approximately 6
years[39]. A potential explanation for this phenomenon is the sealing of the vent of the plume
with deposited material (from the geyser itself), which leads to a build-up of pressure from the
warm water beneath, which leads to a later explosive eruption that restarts the plume[39].

2.5.2 Plumes

As previously mentioned, Cassini’s discovery of active plumes from Enceladus’ southern pole
confirms the existence of a subsurface ocean. The plumes consist of three phases: gaseous, solid,
and ionized. In all phases, water is by far the dominant component, but other species are present.
The gaseous component of the plume was sampled by Cassini’s Ion and Neutral Mass Spectrom-
eter (INMS) during 5 flybys. The dominant component is HoO with a volume mixing ratio of
0.9 £ 0.01, followed by COy (mixing ratio 0.053 £ 0.001), and several other species; CO, Hg,
40Ar, N, CHy, NH3 and various simple organic molecules ranging in mass from 23 Da (Dalton
or atomic mass unit) to 80 Da (see Fig. [65]. The presence of ammonia NH3 and argon
40Ar was strong evidence that the plumes were sourced from a reservoir of liquid water (rather
than sublimation of ice) [88]. The gaseous component erupts at speeds of ~700ms~! with a
mass ejection rate of M = 200kgs™!. As Enceladus’ escape velocity is 239 ms™!, this mass is
permanently lost to the object and enters orbit around Saturn. One can observe that this mass
loss rate would imply that Enceladus has lost approximately ~30 % of its original mass if it is
~4 Gyr and has been continuously active at its present rate for this entire time, although it is
not certain that the former is true nor is their evidence to believe the latter. The ice grains erupt
at a wide range of velocities depending on their mass, and overall, around 10% escape the body
while the remaining fall back to the surface as a form of ‘snow’. A map showing the estimated
surface deposition rate (made in a previous work [65]) of this geyser can be shown in Fig.
The implications of this ‘snow layer’ for future space missions to Enceladus, particularly for radar
exploration, are considered in an analysis outlined in Chapter [C]

The solid phase of the plume consists of microscopic ice particles or ‘ice grains’, ranging in
size from 0.5 pm up to 500 wm. The mass spectra of different ice grains were measured by
Cassini’s CDA and can be seen in Fig. The spectra show that the species of the impurities
were various salts, predominantly Na-based and smaller amounts of K, and organic molecules.
Plume ice grains can be classified into three types [65]:

e Type I: Salt-poor particles Na/Ho0O < 1073
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Figure 2.5: Map of Enceladus plume sources, with the circles radius corresponding to the 2o
uncertainty and the center corresponding to the most likely position [60] (for interpretation of
the references to color in this figure, the reader is referred to the web version of [60]).

e Type II: Organics rich particles
e Type II: Salt-rich particles Na/HyO > 1073

The differences between Type III and Type I particles are hypothesized to be due to different
formation mechanisms; Type III are rapidly frozen droplets of water from the reservoir, hence
have a higher salinity, while Type I and Type II are probably formed from sputtering of the ice
within the vent of the geyser. The different formation mechanisms are illustrated in Fig.
There is also evidence that Type III particles are more massive than Type I and II particles,
as Cassini detected an increasing relative abundance of Type III particles as it approached the
densest part of the plume and observed a decrease as it flew out of the plume during flyby E5.
The same phenomenon was again observed in flyby E17[65].

The suspected mechanism for the geysers is described by the ‘cold geyser model’: the source of
the geysers are water-filled cracks in the ice crust, where the water evaporates upon contact with
the vacuum. Tidal forces acting on Enceladus result in heating and fracturing of the ice at the
south polar region, allowing water to flow upward from the ocean to near-surface aquifers. An
illustration of the structure of the ice crust in the south-polar region is shown in Fig. [78]
showed that from simple buoyancy arguments, Enceladus’ time-averaged water table depth is
approximately 10% of the ice crust depth. The south-polar region features the thinnest ice, with
estimates ranging from 5 km to 8 km ([40]) depth, implying that the aquifer-vacuum interfaces
are approximately ~500 — 800 m below the surface.
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Figure 2.6: Four examples of mass spectra of the ice grains in the plumes measured by Cassini
Cosmic Dust Analyser (CDA) [65]. The spectra plots show the frequency of the species in the
spectra (described as ‘log amplitude’), and the species mass is indicated on the x-axis in the
standard atomic unit w. A ‘salt poor’ Type I grain is shown in the top right plot (a), a ‘salt
rich’ particle is shown in in the bottom left (b), and two ‘organics rich’ spectra are shown in the
upper right (c) and lower right (d) plots respectively.
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Figure 2.7: Gas bubbles from underlying ocean ascend through fissures in the ice to the wa-
ter surface, transporting organic molecules. The organics concentrate in a layer at the surface.
When the bubbles burst, they form aerosols made of concentrated organic material that then
nucleates the formation of Type-II ice grains. At the same time, salt-water droplets are detached
from the main water body, flash freezing and forming the salt-rich Type III grains. This illustra-
tion is taken from the ESA website https://www.esa.int/ESA_Multimedia/Images/2018/06/
Hydrothermal_activity_in_Enceladus_core_and_the_rise_of_organic-rich_bubbles and

was adapted from a figure in [67]
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Figure 2.8: A map of the Enceladus surface in Mercator projection, with the modeled deposition
rate of ice particles integrated across radii 0.5um to 50 pm displayed on the color scale in units

of mm/yr [75]

2.6 Astrobiological Potential

The available evidence of the conditions of Enceladus’ ocean indicates that it is habitable for
known Earth microbes. All of the major elements necessary for the construction of known bio-
molecules (C, H, N, O, P, S) have been detected in one of the plume phases or are very likely to
be present due to the chemical interactions between the core and the ocean[51]. Measurements
from Cassini’s CDA also indicate the presence of relatively massive organic molecules. The pH of
the ocean is estimated to be between 8.5 and 10. The salt content of the ice grains in the plumes
and the salinity of the E ring of the Enceladus ocean is around 0.5 % to 2 % (mostly NaCl), a
suitable level for Earth lifeforms[51]. Moreover, the detection of nanometer-scale silica particles
detected in the E-ring and possibly in plume measurements suggest the existence of hydrother-
mal vents on the ocean floor in which the water is in contact with the core at temperatures of at
least ~100°C. Thus, Enceladus currently meets all of the ‘three requirements’ for habitability:
water, a source of energy, and the presence of biogenic elements[51].

However, habitable does not necessarily mean inhabited. Abiogenesis, the chemical process that
lead to the origin of life on Earth, remains one of the great mysteries of science. Finding the
mechanism for the development of life is a daunting task, as the event(s) must have occurred at
least 3.5 Gyr ago. There are three predominant hypotheses for the origin of life on Earth:

1. Black smokers: Life originated in hydrothermal vents on the ocean floor.

2. Primordial soup: Life originated in tidal pools on land, requiring periods of wetting and
drying to concentrate the relevant biomolecules.

3. Panspermia: Life originated somewhere else in the solar system and was carried to Earth
through meteorites. However, this alone does not explain the mechanism by which life
began.

Which, if any, of these mechanisms produces life is highly relevant as only the ‘black smoker’
mechanism seems feasible on Enceladus since tidal pools could not have existed on Enceladus
at any time and the Saturn system seems too remote for Panspermia to be viable either. An
additional uncertainty is over what fraction of Enceladus’ existence has its ocean existed. On
Earth, the earliest disputed evidence of life was dated to ~4.1 Gyr before present [14], and the
oldest known fossils of microorganisms were dated to ~3.7 Gyr before present[57], leaving a gap
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of ~0.4 Gyr to 0.8 Gyr between the Earth’s formation and the earliest evidence of terrestrial life
at the time of writing. A recent formation of Enceladus, or of its ocean, would make life less likely
to exist there. However, many models permit a primordial and long-lived ocean on Enceladus.
It is also possible that the time gap between Earth’s formation and abiogenesis was shorter than
current evidence suggests, and the time gap may not be typical of the development of life in
general[51]. In this author’s opinion, although one can not state with confidence that a search
for life on Enceladus will yield a positive result, even a negative result would have significant
implications for the abundance, or lack thereof, of life in the universe. On the other hand, a
positive result would provide biologists with a ‘second data point’ concerning life’s development.
Such ice-shell worlds can exist outside of the so-called ‘habitable zone’ of stars or even as rogue
planets unbound to any star. Thus, if Enceladus is found to both be inhabited and the site
of independent abiogenesis, ice shell worlds similar to Enceladus could be the most common
ecosystems in the universe.

2.7 Future Exploration

Under NASA’s ‘planetary protection protocol’, a requirement to eliminate the risk of contam-
inating pristine extraterrestrial environments with Earth microbes, Cassini was de-orbited on
September 15*", 2017, burning up and vaporizing in Saturn’s atmosphere. Future space mis-
sions to the Saturnian system in general and Enceladus in particular have been proposed. Even
a mission not dedicated to astrobiology may yield answers to important questions such as the
lifetime of the Enceladus ocean[25]. The subsurface vents are a relatively accessible target for
future space missions and permit scientific exploration of Enceladus’ ocean without the need to
traverse several km of ice. The most straightforward follow-up mission will be a close flyby of the
SPT to sample the plumes with more sophisticated chemical and biological sensors than Cassini
or perhaps preserve a sample for a return flight to Earth[49].

An estimate of the likely biological yield of a sampled ice grain can be made using the ‘Lost City’
field of hydrothermal vents located in the mid-Atlantic ridge as an analog environment[48]. By
scaling measured microbe concentrations by the ratio of the geothermal energy flux of Enceladus
~0.1 W/m? to that of Lost City, Enceladus could have microbial concentrations in hydrothermal
vents of ~10° cells/mL. The dilution as the water column rises from the ocean floor to the surface
would reduce this concentration so that a flyby or orbiting probe flying through the plume in its
‘average state’ at 50 km altitude would sample ~1 cells per flyby with a 0.04 m? sample plate,
a level insufficient to confidently detect the microbe with any current detection method[62]. In
such a case, a flyby would be limited to searching for the presence of biomolecules. Some likely
signatures would be the presence of complex amino acids, the ratio between left- and right-handed
chiral molecules, and the ratio of different carbon isotopes[49]. However, it is also possible that
bubbles rising from the vents could ‘scrub’ a column of organic molecules and microbe. Such
‘bubble scrubbing’ has been observed on Earth and can increase local microbial concentration by
orders of magnitude. If present on the ocean floor of Enceladus, bubble scrubbing could increase
the microbial sample of a flyby probe to 10% to 10% microbes per pass[62]. A lander within close
proximity to the tiger stripes could continuously sample falling geyser ‘snow’, collecting ~10°
cells over a 100 Enceladus day period (138 Earth days), although this could increase to > 107
with bubble scrubbing[62].

However, a more reliable in situ life test would be to directly sample a body of liquid water,
either the Enceladus ocean or an aquifer sourced from the ocean. This would allow examination
of the water before bio-signatures can be damaged or destroyed by the processes of evaporation or
freezing at the water-vacuum interface, cold temperatures, and exposure to cosmic rays, gamma
rays, and UV light in outer space. As previously mentioned, geyser-feeding aquifers may exist as
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close as 500 me to the surface and are certainly less than 5 km below the surface[38]. A steerable
and autonomous drilling or melting probe or ‘cryobot’ deployed from the surface may be able to
perform in situ tests for microbial life. Prototypes of such probes have been developed by NASA,
ESA, and DLR (German Aerospace Center)[49]. The latter mission proposal is the ‘Enceladus
Explorer’ project, which is the main subject of this thesis. The next chapter’s subjects are the
design, development, and anticipated challenges of such a mission.



Chapter 3

Enceladus Explorer - AsGAr

3.1 Enceladus Explorer (EnEx)

Since 2012, the ‘Enceladus Explorer’ (EnEx) project, an initiative of the DLR Space Administra-
tion, has investigated necessary technologies for a future space mission to explore the subsurface
of Enceladus. The goal of the project is to develop a semi-autonomous, self-navigating and steer-
able melting probe (known in the original proposal as ‘IceMole’), delivered as part of a payload
on a lander mission to Enceladus, which can burrow through a few hundred m of ice and arrive
at an aquifer, where it will take water samples which are then analyzed in-situ for the presence
of microbes [43]. The primary challenges of such a mission include:

1. Continuous and precise measurement of the melting probe’s attitude and position.
2. Location of an aquifer to provide a target for the melting probe.

3. Mapping and imaging of the subsurface ice within the working area of the probe allows for
the optimization of the trajectory and, crucially, the avoidance of hazards such as buried
meteorites, crevasses, and salt belts.

From 2012 to 2015, a consortium of several German universities led by Aachen University for
Applied Sciences (FH Aachen) developed the mission concept, design, and working prototypes for
IceMole. IceMole is delivered to the surface as a lander payload and connected with a tether. The
tether serves the dual purpose of providing power sourced from a radio-isotope thermal generator
(RTG) to operate IceMole and to provide data relay and communication between IceMole and
the lander. Its length must be at least as long as the likely path trajectory.

3.1.1 Mission Outline

A preliminary probe design and mission plan was outlined in 2015 by Konstanidis et al. [44].
IceMole would be delivered as a payload of an EnEx Lander probe, which would itself be carried
on the EnEx orbiter ‘bus’ probe. The total payload mass of the combined spacecraft is estimated
to be 5533.2 kg (including 5866.0 kg of Xenon propellant fuel for maneuver). The dimensions
of the craft are designed to be housed within the fairing of an Ariane V rocket (5.4 x 17m?).
The proposed flight plan calls for a launch on an interplanetary trajectory, followed by two
Earth gravitational assist maneuvers 1 and 3 years after launch respectively. The resulting
momentum boosts allow the probe to acquire sufficient velocity to reach Saturn within 14.55
years of the launch date [44]. After insertion into orbit around Saturn, a 2.85-year ‘moon tour’
would commence where the EnEx combined probe would perform flybys of Enceladus and other
moons, utilizing the time to take close radar scans of the south polar terrain at inclined angles,
allowing the identification of a suitable target aquifer and a safe landing location (more on this
in section . The next stage is insertion into orbit around Enceladus. Finding a stable
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Figure 3.1: Technical drawings of the Enceladus Explorer combined spacecraft (a), and the lander

(b) [4].
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polar orbit ideal for paths above the south polar region is complicated by Saturn’s strong 3rd
body effect. Solutions were found for a maximum inclination orbit of 61° and altitude of 200
km, permitting a stable orbit for longer than 15 years [15]. The probe will initiate landing and
deployment following the orbital insertion phase and the safe landing site selection. This is the
subject of section

3.2 Mission Architecture

This section summarizes the proposed EnEx mission as outlined in the mission concept paper
[44]. The reader is cautioned that EnEx is best thought of as a concept study, a proposal for a
funded EnEx space mission has not been made, and a full technical description is not yet possible
and may deviate from that outlined in the concept paper [44].

3.2.1 Combined Spacecraft

The EnEx mission goal would be delivering the melting probe to the surface of Enceladus. The
IceMole would be delivered to Enceladus onboard a ‘combined spacecraft’ (shown in Fig. ,
which will travel to the Saturnian system as a single spacecraft before separating into an orbiter
and lander. The orbiter section hosts the propulsion module and high gain antenna (HGA) used
for communication with Earth. Following the separation of the orbiter and lander, communica-
tion from the IceMole to the Earth will be relayed between the lander and IceMole via tether
and between the lander and orbiter by a low gain antenna (LGA) housed on the lander, with the
orbiter broadcasting to and receiving signals from the Earth using the HGA.

The combined spacecraft’s power plant would be housed on board the lander and work on the
principle of converting heat from radioactive sources into electrical power. Radioisotope power
sources utilize 23*Pu to generate heat. Stirling converters, such as the Advance Stirling Radioiso-
tope Generator (ASRG), then convert this heat into electricity, with a maximum specific power
of 9W /kg for 23*Pu. However, the low production rate of plutonium at the time of the paper’s
writing (~1kg/yr in 2015) led the author to suggest using ?*!Am as an alternative, yielding
perhaps 4 W /kg, although there would need to be development of ASRG technology to allow
utilization of 2! Am. In lieu of further technological development, the study’s authors propose
a simpler system, the Multi-Mission Radioisotope Thermoelectric Generator (MMRTG). This
would give the EnEx combined spacecraft a maximum plausible power budge of ~2kWe (kW-
electric) [44]. The orbiter would require an independent power supply of at least 3 MMRTGs to
allow for operation following the lander’s separation, adding complexity to the design. 3 MM-
RTGs would give the orbiter an end-of-life (EOL) power of 300 W after 15 years[44].

Several propulsion systems were considered, including all-chemical propulsion, all-electric propul-
sion, and combined electric and chemical propulsion. Chemical propulsion achieves thrust
through the combustion of a chemical fuel and expulsion of the product exhaust gas. Elec-
trical propulsion would involve the acceleration of ions using an electrical potential and the
expulsion of the ions as an exhaust. Electrical propulsion would be powered from a small fis-
sion reactor housed onboard. Electrical propulsion would offer a higher specific impulse (Igp)
but lower thrust, which would necessitate a fly-by of the spacecraft to achieve the acceleration
needed for a trajectory that intercepts the Saturnian system[44]. An additional option would
be electric or chemical propulsion with an ‘aerocapture’ maneuver, which would involve a close
fly-by of Saturn’s moon Titan, which would pass through its atmosphere at high altitude and
utilize atmospheric drag to alter the spacecraft’s trajectory to enter into orbit around Saturn[44].
The all-electrical propulsion option was considered optimal as it would minimize launch mass,
achieve high I,, and be able to achieve flight times within a reasonable time frame (on the
order of a decade). Moreover, a nuclear reactor would be needed, in any case, to achieve the
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power needed to melt the ice efficiently. Aerocapture was rejected, and it was deemed to be a
high operational risk. It would complicate the mission by requiring a close fly-by of Titan, as
Enceladus lacks a substantial atmosphere[44].

3.2.2 Orbiter

As seen in Fig. the orbiter has a hexagonal primary structure with a length of 8.7 m, with
the lander attached to one end, allowing maximum separation of the nuclear reactor from the
bulk of the orbiter and the electric thrusters on the opposite end. The orbiter would host a suite
of three remote sensing instruments, including a reconnaissance camera (RC), ice-penetrating
radar (IPR), and a thermal mapper. As of the time of writing, the design and implementation
of these instruments have not been outlined in detail, but Konstanidis et al. make references
to earlier missions, such as the Mars Reconnaissance Orbiter (MRO) SHARAD as a possible
baseline[44]. Communication with Earth is made through a 3 m diameter HGA similar to that
used by the Cassini orbiter. Based on the performance of Cassini, the orbiter could transmit 4
GB within 9 hours, translating to a data transmission rate of 130kbps.

3.2.3 Lander

The preliminary configuration of the EnEx lander is based on the Mars Cryobot Mission concept[44]
with a diagram shown in Fig. At the time of writing, the lander design features a reactor
and Stirling generator in the center, with a large disk acting as a radiator of heat and shielding
for the lower body of the lander, the IceMole, and the IceMole deployment mechanism. A mast
is connected to the Stirling generator. It extends perpendicular to the radiator disk, with a low
gain antenna (LGA) fixed atop the mast, which is connected to the ends of the disk with radiator
guy-wires. Six lander legs are attached to the bottom of the lander, with snow shoes attached to
the ends to allow the spacecraft to land on a snowy surface. A crucial consideration in the lander
design is the need to deal with the radiation produced by the reactor during the interplanetary
flight phase. At the same time, the water ice on Enceladus will act as a strong attenuator of
neutrons. As of the time of writing, the radiation shielding concept has not been defined, and
the authors anticipated that ~500kg of payload would need to be allocated towards shielding
alone. The lander would also host a suite of instruments, including a site imagine system (SIS),
a ground penetrating radar (GPR), a magnetometer, and acoustic pingers.

3.2.4 IceMole

IceMole was built as a 2 m long rectangular tube weighing 60 kg with a 15 ¢cm x 15 cm cross-section
with a metallic melting head with an ice screw motor to enable steering possible [43] as well as
side-heaters to help prevent the probe from becoming frozen in place. For navigation, IceMole
was equipped with an inertial measurement unit (IMU) and a pair of magnetometers for attitude
measurement. The melting head was integrated with an ultrasonic phased array, which allowed
the identification of targets and obstacles through echo-location [43]. An overview drawing of
EnEx-IceMole, including all integrated subsystems, is shown in Fig. Navigation and
localization are facilitated through a concept called the ‘Acoustic Positioning System’ (APS)[26].
Under APS an array of acoustic transducers at the surface, deployed from the land, transmit
ultrasonic signals through the ice to allow for the positioning of IceMole via triangulation [26].
An illustration of APS is given in Fig.

3.3 Field Tests

Several field tests of various IceMole prototypes were conducted at the Swiss Monteratsch and
Icelandic Hofsjokull glaciers which successfully demonstrated the maneuverability of the melting
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Figure 3.2: An illustration of the Acoustic Position System (APS) concept showing four
acoustic transmitter or ‘pinger units deployed on the surface, connected to a central control and
DAQ system, with signals propagating to the IceMole. A technical drawing of the EnEx-IceMole
, showing the various contained systems.

probe and demonstrated the navigation and forward mapping systems. A key finding from
these field tests was the demonstration of the APS to resolve the location of the IceMole to an
uncertainty of &~ 1 m but the limitation of the APS range due to attenuation lengths of less than
50m in glacial firn [34]. This finding highlighted the need for the APS and acoustic sounding
systems to be complemented by radar systems, which would have attenuation lengths in ice at
least an order of magnitude greater. The final integration of the melting probe, EnEx-IceMole,
with all systems integrated, was deployed at the Canada glacier in Antarctica in November-
December 2013 and Blood-Falls at the terminus of the McMurdo ‘Dry Valleys in Antarctica.
The deployment of the IceMole on the latter field test is shown in Fig. [3.3

3.4 Sub-projects

Since 2015 several sub-projects within EnEx have worked at improving existing subsystems of
EnEx, adding new subsystems and using laboratory and field tests and simulations to optimize
the mission concept. These subprojects include:

e EnEx-AsGAr*: Development of a radar mapping and imaging system to identify subsurface
aquifers and crevasses - University of Wuppertal (BUW), University of Erlangen-Nuremberg
(FAU) and DLR-HR (DLR-High Frequency) (October 2017 - April 2022). This project will
be described in greater detail later in this chapter.

e EnEx-RANGE: Further Development of Acoustic localization and reconnaissance system
around an array of transducers - RWTH Aachen (February 2015 - Autumn 2018).

e EnEx-CAUSE: Sensor fusion - University of Bremen (April 2015 - September 2018).

e EnEx-NavEn: Development of Inertial Measurement Unit - Bundeswehr University of Mu-
nich (UniBW) (August 2015 - July 2017).

e EnEx-Eislabohr: Development of a laser to bore through surface ice to analyze the ice
composition - Technical University of Dresden.

o EnEx-nExT: Optimization of IceMole melting process under Enceladus conditions, namely
testing melting process in a vacuum - FH Aachen (June 2015 - May 2019).
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isolated cable

Figure 3.3: Field Testing of the IceMole by FH Aachen at the Canada glacier, Antarctica,
November-December 2013

e EnEx-DiMice: Directional Melting in Ice - RWTH Aachen (August 2015 - March 2018).

o EnEx-MIE: Development of magnetometer to calculate the attitude of IceMole using Sat-
urn’s magnetic field - Technical University of Braunschweig.

o EnkEx-WISE: Optimization of the melting process of IceMole using simulations and models
of ice crust and development of conductivity sensors - RWTH Aachen.

3.5 EnEx-AsGAr

3.5.1 Radar Exploration
The mapping of the surface is envisioned to occur in three phases (shown in Fig. [3.4)):

1. Radar-based coarse detection and mapping of surface structures and sub-glacial structures
from orbit

2. Enhanced structural resolution & imaging of deeper structures in the landing area during
descent

3. Detailed detection of the ice region and in particular ice crevasses after landing in the
environment below the landing position

Phase 1 would provide the crucial input on deciding on a landing location, which must be at a
safe distance to an active geyser while being close enough to an aquifer to be placed within range
of the melting probe. In addition, detailed measurement of the surface topology and texture and
identification of surface hazards (such as ice boulders) are also critical to the mission’s success.
Phase 2 will allow for the refinement of the subsurface mapping that will provide input for the
planned trajectory of the melting probe. Phase 3 would further enhance the resolution of sub-
surface mapping, and in this phase, in-situ permittivity measurement will be performed to allow
radar calibration.

Each of the phases will exploit the synthetic aperture radar (SAR) technique, in which a moving
radar transceiver antenna samples data from several points in space. When applied to a static
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Phase 3

Figure 3.4: The three primary phases of the radar imaging during the EnEx mission

target (such as the subsurface structure of Enceladus), this multi-point sampling simulates radar
transmission from an array of many different antennas. Multiple frequency ranges for the radar
are envisioned, as the attenuation rate for radio waves is directly proportional to the frequency,
and the range uncertainty is inversely proportional to the bandwidth of the radar, with larger
operating bandwidths requiring higher base frequencies.

3.5.2 Permittivity Reconstruction

To produce the desired radar calibration, the three-dimensional permittivity profile €,(z,y, z) of
the intervening ice between the surface and the nearest aquifer needs to be well constrained via
in situ measurements. The concept of permittivity measurement is based on the calculation of
the travel time one way or two ways t between two points (P; & P») with known positions in

space.
P> 1

1 =
t(P— P) = c/ n(x,y,z)dl = - : Ver(z,y, z)dl (3.1)
1

Py c

The best method for solving the underlying permittivity distribution depends on the complexity
of the permittivity distribution in space, as well as its dependence on temperature and frequency,
as well as a reliable signal analysis technique. In a simple scenario of a layered medium (i.e., a
flat environment with vacuum, lower density snow and ice) and an assumption that the wave-
like properties of the signal can be neglected, i.e., the ray-tracing approximation whereby the
wave frequency is assumed to be infinite (f — 00), then one may rely on Fermat’s principle and
Snell’s law to solve the permittivity. For more complex spatial distributions of permittivity and
continued applicability of the ray-tracing approximation, the distribution is obtained through
numerical solutions of the eikonal equation (see equation , with various methods existing,
including Forward Marching Method and inversion of ray-tracing simulations.

67«(-13, Y, Z)

Vt(z,y,2)* = ==

(3.2)

However, there exist cases where the wave-like properties cannot be ignored and therefore the
ray-tracing approximation is invalid. In these cases, a solution relies on inversion of wave-
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Figure 3.5: Permittivity measurement concept using passive reference targets. In this depic-
tion, the Synthetic Aperture Radar (SAR), is approximated as a stationary array of antennas
(Antennen-Array)). A series of reference targets (shown in text as Referenzziel) with known
positions are deployed within the ice and reflect the transmitted signal to the antennas, hence
providing a basis for reconstruction. With the reconstruction of ice permittivity, identification
of the water pockets (Gletscherspalte mit Wasser) is facilitated. In practice, this was found to
be impractical, as the RCS of the reference-targets was insufficient to be detected (discussed in

Appendix @

equation-based simulations, such as the Parabolic Wave Equation method or Finite Domain
Time-Difference method. In the course of the project, numerous algorithms were developed that
allowed for the solution of the permittivity.

In addition to devising reconstruction algorithms, an implementable measurement technique
needed to be developed. The original proposal described the concept of delivering self-melting
reference targets, simplified melting probes that only need to move vertically and downward.
These reference targets would have a known range and depth relative to the EnEx lander and
act as a passive reflector with a known Radar Cross Section (RCS), as depicted in Fig. 3.5l The
back-scatter of the orbiter radar signals off these targets could then be used to provide a signal
to reconstruct the permittivity. However it was found over the course of the project that this
method was impractical, as the RCS of these reflectors is too low to produce a signal observable
above radar clutter. FAU and BUW both developed permittivity measurement concepts that
rely on bistatic radar (see Fig. [3.6). FAU developed an active transponder that receives and
re-transmits signals sent from the orbiter (figure . BUW developed an in-ice cross-borehole
permittivity radar concept, in which a transmitter (TX) and one or more receivers (RX) are em-
bedded within the ice, and the transmitted signal is picked up at multiple points by the receivers
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Figure 3.6: Two different permittivity reconstruction concepts, explored by the project part-
ners BUW and FAU. FAU developed the bistatic-radar configuration of the active transponder
interacting with the orbiter (3.6a)). BUW developed the bistatic cross-borehole radar (3.6b))

(Fig. [3.6b). The transmitter and receiver components of the permittivity radar are designed to
be included in the melting probe and the self-melting reference targets in the original proposal.
The active transponder may be directly integrated into the melting probe.

3.6 Summary

The EnEx-AsGAr project was devised to examine several key challenges for a future lander melt-
ing probe to Enceladus and devise solutions. In particular, to identify a safe landing location on
the south polar terrain (SPT) in close proximity to a subsurface aquifer and to optimize a safe
trajectory to the subsurface aquifer while avoiding obstacles and keeping track of the melting
probe’s immediate position. The tasks in this thesis were to estimate the likely permittivity
distribution of the SPT (examined in appendix , develop methods to model radio-wave prop-
agation through arbitrary ice permittivity distributions (Chapter @, reconstruct the permittivity
from ice-penetrating radar data with the help of accurate simulation methods (Chapter [5) and
devise a prototype permittivity measuring bistatic radar and demonstrate its use in an alpine
glacier (Chapters [6] and [7] respectively).
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Chapter 4

Radar Simulations with Parabolic
Equation Methods

4.1 Introduction

In this chapter, a recently developed simulation technique (at the time of writing) for radio
propagation in ice is described. This technique utilises the ‘parabolic wave equation’ (PE) ap-
proximation of Maxwell’s equations. This approach allows for the simulation of continuous wave
(CW) and pulsed emission through function and data-defined permittivity profiles on a scale of
km, accounting for realistic features such as surface roughness, crevasses, and refrozen-ice layers,
and can also model back-scatter off objects in the ice. This approach has been shown to be
more accurate than ray-tracing-based simulations[68] in modelling radio propagation in polar ice
sheets while being less computationally efficient. Conversely, it is more efficient and thus ap-
plicable to large-scale environments than the Finite Difference Time Domain (FDTD) method,
which is a full solution of Maxwell’s equations, but are less accurate than FDTD [68]. In this
chapter, PE simulations are applied to radio propagation through ice through an open source
code: paraPropPython (referred to hereafter as ‘paraProp’) [46], which was first developed in a
previous work [68]. This simulation method and the paraProp software were further developed
in this thesis to add features; including two-way propagation and range-dependent profiles, with
examples of both discussed in this chapter. A comparison study between PE and FDTD methods
is also made in the appendix

The paraProp simulation code is additionally able to simulate the effects of dielectric atten-
uation and rough surfaces. In the following chapter PEs are applied to mode radio propagation
effects derived from the refractive indexes of both real-world glaciers, including uneven surfaces,
and for models of Enceladus (derived in chapter. Furthermore, an inversion technique to derive
a permittivity profile from cross-borehole radar data was developed as described in chapter
This inversion method is then applied to cross-borehole radar radar acquired at a field campaign
at the Aletsch Glacier, which is discussed in chapter [8]

4.2 Modelling Electromagnetic Waves in Ice

Real-world cryospheres, whether terrestrial glaciers or the surfaces of ice moons are heteroge-
neous. This means that they have varying densities, compositions and numerous anomalies.
Examples of the latter can include crevasses, scattering objects like boulders and water-filled
cracks. Interpreting the results of a radar in such an in-homogeneous environment requires a re-
liable simulation method which converts a given ice model to a predicted radar pattern (whether
pulse or continous wave emission). In the case of Enceladus, the challenge is to model radio
propagation in the ultra high frequency (UHF) regime, typically 300 MHz to 3 GHz for 2D or
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3D geometries on size scales ranging from 100m to 2000m. The two traditional approaches
in radio-wave simulations in ice environments are Finite Difference Time Domain (FDTD) and
ray-tracing (RT).

4.2.1 Finite Difference Time Domain

The FDTD method works by discretizing the space and time in a defined grid and solving
Maxwell’s equations numerically at each discrete spatial grid space, known as ‘Yee cells’, at each
time interval. This approach finds an approximation of a full solution of Maxwell’s equations in
the simulation domain by the discretization of space and time. With this approximation, the
method can find accurate solutions for radio propagation provided that the cells are sufficiently
small given the frequency of interest. A rule of thumb is that each wavelength A\ should be

sampled by at least 10 Yee cells,
A c 1

r< —=—.—

— 10 nf 10’
As a result, the drawback of this method is the computational requirements, with the memory
being directly proportional to the number of cells. For a cubic volume with extent R = X =
Y = Z and resolution Ar = Az = Ay = Az, the memory M is proportional to the number of
Yee cells N5 in the following way,

A (4.1)

3
M & Nopps = <R> . (4.2)

Ar
While the time resolution is also directly tied to the spatial resolution. Assuming equal size
resolution in three dimensions Az = Ay = Az = Ar:
1 A
At < 1 1 — = =r (4.3)
C\/ aetaptas  ©

Where the simulated time 7" should be large enough to allow at least one light travel time from
one side of the volume to another,

T > R/e. (4.4)

Hence, the computational time T¢ompute requirement is:

R\* T R\*
Tcompute X <A’I“) : E = <Ar> . (45)
Thus for our case, if one wants to simulate 1.35 GHz emission in a 100 m x 100 m x 100 m
volume, an accurate simulation would require 10! cells (approximately 10 TB of memory in

standard FDTD packages like gprMax and MEEP), which is not feasible for the problems that
are the subject of this thesis.

4.2.2 Ray Tracing

In-ice ray tracing is the current standard technique for simulating radio and radar propagation
through ice. RT methods take the infinite frequency limit and solve for different paths that a
signal can travel from one point to another that obey Fermat’s principle of least time and the
derived laws of geometric optics, such as Snell’s law of refraction. The classic example is a ‘ray’
of light in a medium with refractive index ng encountering some new medium with refractive
index n1. The angle of the incident ray to the normal of the surface 6; is related to the angle of
the transmitted (or ‘refracted’) ray to the surface normal 6; with the equation:

no Sin(GQ) =N sin(@l) (46)
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Co-currently, a ‘reflected’ ray will propagate away from the interface of ng to ny by the angle
0, = —0;. The amplitude of the reflected ray is given by the reflection coefficient r:

_ In1 — no

= 4.7
|n1 + TLO| ( )
And the transmitted ray is given by the transmission coefficient ¢:
F=1— 71— 7ol (4.8)
‘711 + n()’

RT simulations can be performed in a variety of different ways. One approach is to define a
source and some geometry with a refractive index profile n = n(x,y, z). Several rays with differ-
ent starting angles. The polar angle # and azimuth angle «, may be randomly sampled from the
source and be allowed to propagate according to the aforementioned optics equations. Another
approach involves defining a source and a receiver and computing for a convergent solution of a
ray that travels from the source to the receiver if a solution exists. In many cases in RF propa-
gation through firn, it is not possible to find convergent solutions for a given source and receiver,
as the intervening ice layers may cause ‘total internal reflection’ that forbids any starting angle
that results in a ray that arrives at the receiver.

In RT simulations in ice, a distinction is often made between ‘direct’ signals, which travel from
source to receiver in an arc or straight line without intercepting the surface (ice/air interface) and
‘reflected’ signals, which have been reflected off the ice/air interface. If the ice has a constant den-
sity or if it has a smoothly or continuously changing refractive index profile, receiver-transmitter
geometry will only allow one or two ray path solutions. However, in cases of highly stratified ice
density, i.e., a layer of refrozen melt-water, the number of possible ray paths increases with the
number of reflective layers. RT methods provide analytical solutions for some forms of refractive
index profiles and, in general, can provide numerical solutions for vertexing (the location of a
radio source) by comparing the time difference of arrival (TDOA) of different receivers. RT will
give accurate results provided that the wavelength A is much smaller than any feature size, and
where wave-like properties such as diffraction and interference can be ignored.

Recent experiments related to searches for Askaryan emission of neutrinos in terrestrials glaciers
have demonstrated the short-comings of RT, including the observation of emission from a trans-
mitter in regions at shallow depths where propagation is ‘classically forbidden’ by optics [12],
as well as horizontally propagating modes for certain transmitter and receiver depths. Further-
more, FDTD simulations can often replicate signal features in data that are not observed from
ray-tracing.

4.3 Parabolic Equations

The Parabolic Equation (PE) is an approximation of the wave equation which can be solved
to allow for spatial step-wise solutions for field propagation. That is, a monochromatic (single-
frequency) field can be solved in a given geometry, with the boundary conditions being that the
edges of the boundary in the z and z dimensions absorb all propagating E-fields, and the field
at the origin surface, i.e. £ =0 and zmin < 2z < Zmaz 1S known.

To derive the PE approximation, one starts with the assumption that electromagnetic waves
can be defined by the scalar Helmholtz Equation (i.e. the wave equation). In this case, ¥ repre-
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sents a vertically polarized electric field. Specifically, it is linearly polarized along the z-axis:

282

2
VY + — 2 92

1) = V2 + kin?p = 0. (4.9)

With the vacuum wave number kg = w/c and refractive index n. If v is cylindrically symmetric
about the z-axis one can define the ‘reduced field’ u = u(z, z), with z as the radial coordinate,

Y = \}Eei’foxu. (4.10)

By introducing u one can re-write equation such that:

0? o
(8 3 +21k08 9.2 + k3 (n® — 1)) u(z,z) =0 (4.11)

To allow for the PE solution one must factorize equation by introducing the ‘pseudo-
differential operator’ Q,

o) )
(% + iko(1 — Q))(a—x +iko(14+ Q))u = 0. (4.12)
Where (@ is:
1 02

The factor including (1 — Q) represents the forward propagating component of the wave upiys,
i.e in the positive Z-direction, while the factor containing (1 + @) represents the backwards
propagating component uminus, With the overall solution being expressed as a linear combination
U = Uplys + Uminus- 1f one then assumes no reflections or negligible reflections, one may neglect
Uminus SUch that u = wup),s and derive the following differential equation:

gz = —iko(1 — Q)u(x), (4.14)

which can be solved to obtain the solution for the forward propagating field:
u(z) = e~ tho(1=Q)z _ ,iko(Q—-1)z (4.15)

This enables us to solve the equation in the = direction in discrete steps of Az, given an initial
solution at the source at x = 0:

w(x + Ax, z) = eF0A2C@ Ny (1 2). (4.16)

A standard method to solve u is to apply a Fourier transformation to the equation in z-space
(depth space) with the Fourier transform being defined thus:
S .
Fo(u(2)) = / w(z)e= ™5 dz = U (k) (4.17)

—00

With k, being the z-component of the wave vector. In applying the FFT in z-space to the left
and right-hand sides of equation [4.14] one can take advantage of the Fourier identities:

° F(d PUy) = —k2F(u)

o F,(9) = 2 F(u)
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Thus, allowing computational solution of the equation using the Fast-Fourier Transform (FFT)
algorithm. However, this method is reliant on being able to express () as a linear sum of other
components,

Q=Y Qi (4.18)

and consequently:
eikoAz(Qfl) ~ efikoA:r H eikoAzQi. (419)
i
There are multiple approximations for ¢ in the literature, with the choice of the approximation

dependent on the application. Henceforth, it is useful to express Q as Q = (1 + ¢)'/? (with
g = 02/k2 +n? — 1).

In the lowest order expansion of Q: (1 + q)l/ 2 ~ 1+ ¢/2 the ‘standard parabolic equation’
(SPE) is obtained, which gives valid solutions for angles § < 15° from the ‘paraxial’ direction.
For a dipole antenna source, the paraxial direction is perpendicular to the antenna orientation,
and as such the paraxial direction is pointing in the z-direction. The SPE is written therefore
as: ,

0°u ou

Oz ) + 22]{?0 o
However, there are applications where one may wish to solve for wider angles, requiring a better
approximation of (). Attempts to do so have often lead to complex polynomials that lead to
numerical instability [7]. An alternative approach was proposed by Feit & Fleck [29], who used
the approximation: 1+ A+ B~ +y1+ A++1+ B—1 where A= 0?/k} +1 and B =n? -1,
leading to the Feit-Fleck Qrr operator:

+k2(n? = 1)u=0. (4.20)

1 02

QFF +k‘7(2)@+n—1 (421)

Where there exists separate ‘diffractive term’, , /1 + k2 a < and ‘refractive term’, n — 1.

For solving EM waves in glacial firn, such as at the South Pole, @ did not provide sufficiently
accurate solutions[68] when compared with FDTD and ray tracing. Hence a new operator was
feined based on a second order expansion of Q[68]: Qice:

nQ
Qice = 4|1+ +n 1+—\/ + —. (4.22)
k:282 n3

Where ng is a reference refractive index, a somewhat arbitrary constant in the operator. The
wave number kg is redefined to be wave number at the refractive index. In paraProp, ng can be
defined arbitrarily, with the default being close to surface ng = n(z = 1).

4.3.1 Numerical Spatial Solution in Frequency Domain

As previously mentioned, the PE is solved step-wise from origin up to some maximum range in
increments of Axz. The solution of the reduced field u(z = 0) is set beforehand as a boundary
condition. For the next step u(Az) and all subsequent steps u(z;) = u(z;—1 +Ax), the previously
reduced field u(x;—1) is converted to Fourier space U;_1, where the next step is solved numerically
using the equation in which the solution is separated into its refractive and diffractive
components via the Q. operator. The component u(z;) is then solved by applying an inverse
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Figure 4.1: Right: The RF power simulated for a functional profile of the ice at the Geographic
South Pole in Antarctica, with the power shown as a function of range and depth. Left: permit-
tivity profile, which is defined with an empirical function (see equation used to describe
the refractive index profile inferred from the measure density profile of the Spice Core[68]. The
refraction of the signal ‘downwards’ is due to the increasing refractive index with depth.

Fourier transform on U(z;). The procedure is summarized in the equation m

u(z + Az) = exp [iko(n\/l + ni% - \/1 - Z—;)Aa}] (4.23)

/ 2
xF1 {exp [—ikoAzy |1 — Z—% +1]U(, k:z)} . (4.24)

With the field at the origin being defined with the source profile s¢(2)
u(z =0,2) = so(2), (4.25)

and thus one obtains,

0
xF 1 {exp [—ikoAzy 1 — :—% + l]Fz(so(z))} . (4.27)
0

This procedure is repeated iteratively until the complex reduced field u(z,z), and hence the
field ¥(z, z) = %eikoz, are calculated for the entire domain. As an example in Fig. (on
the right), one can see the emitted power of a 400 MHz signal from a dipole antenna source at a
depth of zs = 30 m through an ice-sheet defined with a functional refractive index profile n(z).
This refractive index profile is defined by an analytical fit to the measured density profile at the
South Pole (left on figure utilized in [68]:

u(z = Azx) = exp [iko(n\/l + % - \/1 — n—Z)Am] (4.26)

’I’L(Z) = Njce + (nO - nice)e_z/zsmle~ (428)
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Figure 4.2: An illustration of the synthesizing of a waveform at the receiver in the time domain.
A pulse is defined at the source z;, = 30m (top left) and divided into its spectral components
via an FFT (spectrum shown top right). The amplitudes are used to define the source field
u(z =0, z) and then simulated through the domain, and sampled at the receiver point RX (x =
100m, z = 25m) (bottom left). The pulse at the receiver is then synthesized via an inverse FF'T
(bottom right). Note that the times shown for the TX and RX pulses are relative.

Where n;e.. = 1.78 is the refractive index of solid ice, ng = n(z = 0) is the refractive index at

the surface and zs.q is the ‘scale depth’ of the ice, a constant related to the densification rate
of the firn.

4.3.2 Time Domain Solution

Limitations in memory restrict the ability to solve a time-domain waveform for every point in
the entire geometry. Instead time-domain solutions require the definition of a single receiver or a
set of receivers at distinct ranges and depths within the simulation domain. The solution in the
time domain is performed by decomposing the source signal, such as a pulse, into its constituent
Fourier modes, and simulating each mode utilizing the numerical spatial solver described in
the previous section . At the receiver positions, the complex amplitude for each mode
is sampled to produce the spectrum of the received signal. Subsequently, the receiver signal is
synthesized by a simple inverse Fourier transform. This procedure is illustrated in Fig. for a
bandwidth limited (80 MHz to 200 MHz) impulse emitted from a dipole antenna at zg.. = 40 m
and propagating through a refractive index profile defined by the function[4.28] that approximates
the refractive index inferred from density measurements at the South Pole. A receiver at the
same depth as the transmitter and at a range of 20m measures a direct traveling pulse and
reflection off the air-ice interface.
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A-Scans and B-Scans

A short digression must be made to define the terms A-Scans and B-Scans in the context of PE
simulations in this work. In surface penetrating radar (SPR) applications, the terms A-Scan and
B-Scan refer to the arrangement of time-domain waveforms in some spatial coordinate system,
typically Cartesian (x,y, z). Normally, in SPR, the operator uses a transmitter and receiver at
the surface, which transmits some signal, i.e., a pulse, downwards into the ground and measures
the backscatter from various sources. In SPR, an A-Scan refers to a single time-domain waveform
captured at a specific spatial coordinate[22]. For a given array of data in two spatial dimensions
A(t, x4, z;), with t being the two-way travel time of the signal:

f@t) = At i, 2) (4.29)
where ¢ and j are constant. A B-Scan is an ensemble of waveforms defined with[22]:
f(t,x) = A(t, xizj) (4.30)

with i being in a range (1 to N). This will be hereafter called a ‘horizontal B-Scan’. Usually, a
B-Scan is represented with a color-map image, with the horizontal distance x also being used to
define the z-axis of the plot, the travel time defining the y-axis of the plot, and the amplitude
defining the color scale. The reader should note that A-Scan or B-Scan may be plotted as a
function of range R = ct/2, in other words, the two-way travel distance of the signal from trans-
mitter to receiver after being reflected. For example, an A-Scan may be plotted as a function
of amplitude against range R, and a B-Scan may be plotted as a function of amplitude against
range R and antenna displacement.

Since this thesis is concerned with one-way propagation from a transmitter and receiver sep-
arated by some distance and sometimes different depths, it useful to adopt convention from cross
borehole radar. In this convention an A-Scan is a time-domain waveform of propagation from
a transmitter at some coordinates TX = TX (x4 = 0, 24;) to a receiver RX = RX(Zyg, 2rz),
and a B-Scan is an ensemble of different waveforms for different combinations of z;, x,, and
Zrg, With the data being stored in some array A(t, 2izi, Tra j, 2ra k) OVer ranges ¢ = 1,..., Npx,
j=1,...,Nrx,and k=1,..., Ngx, .. The following types of B-Scans are defined:

e Parallel-Depth B-Scans, an ensemble of A-Scans for TX and RX at the same depth and a
fixed range f;. = A(t, 2tzi, Traj, 2rak), for i = k =1,... Nrx (with Nrx = Ngx .), and
with j being constant.

e Fixed receiver vertical B-Scan: An ensemble of A-Scans for a fixed range and depth for
the receiver and changing depths of the transmitter. f(t,z) = A(t, 2z, Tra,j, Zra k), With
i1=1,...,Nrx and j = k = constant.

e Fixed transmitter vertical B-Scan: An ensemble of A-Scans for a fixed transmitter depth,
fixed range, and moving depth of the receiver. f(t,2) = A(t, 2tz ,is Traj, Zro k), With k =
1,..., Npx and 7 and j being constant.

e Fixed depth horizontal B-Scan: An ensemble of A-Scans for fixed transmitter and receiver
depth but varying ranges. f(t,2) = A(t, 2z, Tra,j, Zrak), With j =1,..., Nrx , and i and
k being constant.

An example of a parallel depth scan is shown in Fig. through a refractive index profile
defined by the density profile shown in the top right corner. An A-Scan for z;; = 2, = 15m and
ZTrr = 30.1m is shown on the top left. Within the B-Scan, it is possible to identify two features:
a directly transmitted signal forming an arc whose shape closely matches the refractive index
profile and a fainter but still visible shallow arc that is caused by the reflection of the wave off
the surface.
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Figure 4.3: A simulated parallel depth scan for a set of transmitters and receivers and a separation
of 30.1 m. Left: a pulse transmitted at a depth of 13 m is recorded by a receiving antenna at
a depth of 13 m and range of R = 30.1m. Right: the ‘Parallel depth B-Scan’ is formed by
combining the received waveforms from 2 m above the surface to 15 m below the surface in 0.5
m intervals into a single image. It is referred to as ‘parallel depth’ since the transmitting and
receiving antennas are at equal depths. The y-axis shows the depth of both antennas, the x-axis
shows the time and the color axis is the amplitude. The direct transmission pulse and reflected
pulse become clearly distinguishable for depths below 8 m, while the region above 4 m depth is
dark, reflecting the lack of a solution of an electric field at these depths with ray-tracing.

4.3.3 Backwards Propagation

A primary goal of this work is to detect targets in ice via the back-scatter of a radar and to model
how such back-scatter is affected by the permittivity of the intervening ice. Back-scatter can be
simulated with PEs by taking the second term of the solution of equation the ‘backwards
propagating’ component upinys[58]. If one neglects the forward propagating term one can solve
for uminus in a similar way to upjus:

—koAz(14+Q)x (431)

Uminus = €

and:

quinllS(:‘C - Al‘, Z) = e_kOAx(1+Q)Axuminus($7 Z) (432)

which may be solved using the same iterative technique as equation Hence solving a
two-way PE involves first solving for the forward-going wave upj,s from the origin x = 0 up
to the maximum range X = N,Az after increments of Ax in N, steps through a medium
defined with a two-dimensional refractive index profile n = n(x, z). In the code, the profile is
represented with a two-dimensional matrix. An anomalous object, such as a cavity in the ice, a
boulder or aquifer, etc., may be represented in this matrix. The solver propagates through the
medium and encounters these objects as a sudden change in refractive index in the z-directions
dn/dx > 0, and these distances are hence used to define the sources for the subsequent backwards
propagating wave. In this first stage, if at any range x; and any depths z it is found that:
In(xi, z) — n(zi—1,2)| > 0, a reflective source sye(z), and a source amplitude. The final term
is as a function of the incoming amplitude v, multiplied by Fresnel’s reflection coefficient

R = R(nl,ng) = \n2—n1|

T ne+na]”

Sreﬂ7i(z) = R(nz(z)v nifl(z)) : ¢p1us(93i717 Z) (433)
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The forward going field at x; is also reduced by an amount defined by the Fresnel transmission
coefficient T'=1—- R

¢plus(xi) = T(nia nifl) : ¢plus (1‘1'71) (4'34)

As the forward propagation solution continues, this step is repeated for any change of the refrac-
tive index in the z-direction, with each discontinuity being treated as a separate source. These
‘sources’ are added to an ensemble (or list) of sources sj;5; which will be used to calculate the
backwards reflection:

Stist = {51(2),52(2),...,5j(2), ..., SN 1 (4.35)

where Nieq is the number of range steps where An(z)/Axz > 0 (for any z). Once all reflecting
sources have been found and calculated, the calculation of the backwards propagating field com-
mences. Each source s;(2) in the ensemble is used to initialize a separate backwards propagating
field wminus,j: )

Iz -2 ,“minus,jei’%'”f‘ (4.36)
— 4y

¢minus7j =

With z; being the range coordinate of the source. An ensemble of independent backwards fields
Uminus,j 1S simulated using the backwards PE equation (equivalent to equation :

g g

k?
XF;l {exp [—’LkoACCw 11— kfg + 1]Uminus,j(x7 kz)} (438)
0

The resulting backwards propagating reduced field ¥, is thus calculated from the sum of the
fields in the ensemble:

1 2
Uminus,j (¢ — AT) = exp [iko(n\/l +— - \/1 — %)Am] (4.37)

Nreﬁ

¢minus = Z Q;Z)minus,j (439)
J

And the total solved field of the two-way PE is simply the sum of the forward and backward
solved fields:

¢ = l/Jplus + wminus (440)

Two important drawbacks to this approach must be mentioned. First, since the reflected field
is calculated as the sum of an ensemble, each member of this ensemble must be simulated
individually, leading to the computation time increasing by a factor of 1 + Nyeq. For example, if
one considers reflections off a vertical wall or a vertical pipe, then the flat geometry of the shape’s
representation of the n(z, z) matrix leads to the simulation time doubling. However, in the case
of a sphere of radius R, the simulation time will increase by a factor 2R/Axz+1 causing a penalty
to be paid for any increase of spatial resolution in the x-direction, as well as for the size of the
object. Secondly, this approach only considers first order reflections and ignores second or higher
order reflections caused as the backwards propagating field encounters an anomaly. Higher order
reflections have been implemented in other PE codes [5§], but were not yet implemented into
paraProp, as this would also significantly increase the computation time.

4.4 Example of two-way PE simulation

To demonstrate the ability of PE methods to simulate the two-way wave propagation, an exam-
ple of back-scatter off three different types of anomalies in ice are defined using the South Pole
empirical model. The simulation domain is a 50 m x 50 m cross-section of the ice, assumed to
be cylindrically symmetric about the z-axis. The horizontal resolution is 20 c¢cm, and the verti-
cal resolution is 5 cm. The transmitting antenna is at 20 m depth and is transmitting at 500 MHz
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The anomalies are as follows:

1. An aquifer: Shown as a salt-water filled vertical crack beginning at 30 m depth and ex-
tending 2 m in width, at a horizontal range of 48 m from the transmitter. The water has
a complex permittivity of € = 82 + 790.884 (the imaginary part is derived from a typical
value for the conductivity of seawater oseq—water = 5S/m[87]) and as such has a very high
attenuation constant o =~ 188 and a skin depth of § ~ 5.3mm

2. A crevasse: shown as a triangular air-filled crack in the ice (although the limited resolution
of the simulation causes this to appear ‘stepped’). The depth of the crevasse is 20 m, the
width is 4 m across and the bottom of the crevasse is 50 m away from the source in the
horizontal direction.

3. A ‘meteor’ (or boulder): Note that the dimensions of this meteor are likely unrealistically
large. It appears as a cross-section of a spherical meteor with a radius r = 5m with its
center at 30 m depth and 50 m horizontal range from the source. The permittivity is
defined as €, = 8.2 + 0.15585, the value of a meteor with 80% silicate minerals and 20%
Fe-metal composition[36].

The square of the field amplitude in dB units as a function of space is shown for each class of
anomaly in Fig. [4.4 Also shown is an example of a two-way PE solution for a pulse shown in
Fig. using the crevasse anomaly as a source of back-scatter.

4.5 Simulations through Glaciers with data-defined profiles

In this section a comparison is made between RF propagation inside South Polar ice (as measured
by in the Spice Core), with a mostly smoothly increasing refractive index and that of the Guliya
ice cap, which has numerous refrozen ice layers as seen in Fig.

4.5.1 Examples of Glaciers
South Pole

At an elevation of 2835 m above sea level the South Pole firn comprises the upper ~200m of
the Antarctic ice sheet at the South Pole, with ice sheet itself extending ~2.8 km downwards
through the ice. The ice is the accumulation of ~54 kyr of continuous snowfall.

Guliya

Guliya is an ice cap located in the far western Kunlun Shan mountains located in the Qinghai-
Tibet plateau in China. It resembles a polar ice cap, with 30 to 40 m high ice walls and a depth of
308.6m (in 1995) and with an area of > 200 km?, it is the largest ice cap located in a subtropical
region. The Tibetan plateau is a dry region, but an accumulation of ice occurs due to moisture
flowing from the Indian subcontinent during the Monsoon seasons. The deepest 20 m of the core
are thought to be a record from > 500 kyr ago.

4.5.2 Frequency Domain

In fig CW propagation at f = 1.3 GHz from a dipole antenna located at z = 15m is shown
for the upper 30 m of the firn for the South Pole (Fig. and for Guliya (Fig. [£.78). In both
examples, lensing effects are clearly seen, where enhanced RF power is seen at the depth of the
transmitter depth z;, = 15m. For the Guliya glacier, this depth is within a relatively dense layer
with n(z) ~ 1.6 for depths between 14.3m < z < 15.8 m, resulting in strong internal reflections.
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Figure 4.4: For each plot, the backwards propagating or reflected field ¥inus is shown on the
right-hand side, and the combined field is shown on the left-hand side. The amplitude of the
pulse is shown in dB space, with the forward combined component and backward component
displayed in different colors.
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Figure 4.5: A pulse traveling from a transmitter at 30 m depth to receiver at 30 depth at a range
of 40 m. The combined PE solution is shown in blue, while the backwards component alone is
shown in red.

The lensing effect caused by ice layers can be seen clearly in Fig. [4.8] showing emission from
zte = 15.0m at f = 1.3 GHz different glaciers. The left plot in Fig. shows the RF power
against the horizontal range R for the different glaciers, compared against the in-air transmission
P.ir(R) = Prx/4nR?. In the right plot in Fig. the gain of the emission in glaciers relative
to the in-air transmission is shown. The strongest lensing effect is apparent for the Guliya
glacier, with a gain relative to P,; of ~10dB. Gains of ~5dB are apparent for the Brueggen,
Colle-Gniffeti, and the South Polar glaciers.

4.5.3 Time Domain

The effects of ice layering on RF emission are also apparent in the results of time domain sim-
ulations. To illustrate these effects, a comparison is made again between the upper 25m of the
South Pole and the Guliya ice cap. In this case, a 400 MHz bandwidth Gaussian pulse, with a
central frequency of feenirar = 1.3 GHz is simulated. Multiple scans are made, with the transmit-
ter depth varying from z;, = —2m to a maximum depth z;, = 20 m in intervals of Az, = 0.5 m,
and the receivers located at the same depths at a range of R = 42m. The results are shown with
a parallel depth B-Scan in Fig. For the case of south polar ice the B-Scan shows two
clear trends, the directly transmitted signal from the transmitter to receiver, i.e., the ‘horizontal
signal.” A reflected signal from the air-ice interface, which becomes clearly distinguishable at
depths z > 15m. At each depth, the horizontal signal has the highest amplitude and matches
exactly to the time of flight expected from horizontal propagation tporizontal(2) = Rn(z)/c. One
can observe brighter signals at points of increased density relative at z = 1m, 5m, 11m, 15m
and 18 m, which are caused by the amplification of the emission due to lensing. In the case of the
Spice Core B-Scan it is interesting to note that at zy, = z,, ~ 3 m there is a deviation of approx-
imately ~10ns between the propagation time predicted by paraProp and the time implied by
the local refractive index t(z) = Rn(z)/c. This offset occurs in a ‘cavity’, i.e., a layer where the
firn density is reduced relative to the surface density. Hence, a possible explanation may be that
there is interference between internally reflected waves that creates a delay in the pulse arrival
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Figure 4.6: The refractive index profiles of different polar and mountainous glaciers as measured
using ice core data. These are: the South Polar ice sheet as measured by Spice Core 1, the
Brueggen glacier in Patagonia, the Guliya glacier of Tibet and the Colle-Gnieffeti glacier in the
Swiss Alps.
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(a) RF propagation through South Polar ice (defined using Spice Core density profile)
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Figure 4.7: RF propagation through ice defined with the refractive index of the Spice Core
and that of the Guliya glacier . In both case the transmitter is located at z;, = 7m and is
transmitting CW emission at f = 1.3 GHz. Horizontal propagation is shown in both examples,
with non-zero RF signals being observed in regions forbidden by ray-tracing.
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Figure 4.8: The RF power simulated in FD as a function of depth and range for f = 1.3 GHz
from a transmitter at z;, = 15 m, for the Guliya ice cap and the South Pole ice cap, as measured
from the Spice Core

time, but this phenomenon has not yet been explained and is worthy of further investigation.
However, this delay is similar to the delays observed between the refrozen layers in the Guliya
B-Scan, lending credence to the internal reflection explanation.

The B-Scan of the Guliya glacier is more complex, owing to the numerous ice layers. Again, there
is a clear horizontal component of the signal, which mostly corresponds to the time expected
from the local refractive index tporizontal(2) = RBn(z)/c and mostly has the highest amplitude, but
this is not true for every depth. Notably at the gaps between the ice layers, the signal is delayed
from that expected from horizontal propagation by ~ns at the gaps in z =9.5m, z = 11m and
a larger delay of ~40ns at z = 0.5m. A narrow and denser layer exists at z = 7.25m, lying
between the simulated antenna pairs at 7m and 7.5m depths, both of which see the highest
amplitude peak being delayed from tporizontar by ~10 m. Here, it is worth noting that the central
wavelength in air of the radio waves is A = 23 cm, and it may be possible that there is some
interference between the part of the wave passing through the dense layer and parts traveling
within the gap, explaining the delay.

The reflected component of the Guliya signal is also very complex and it is difficult to find
obvious interpretations for the features show trailing after the direct transmitted signal. There
is no clear sign of reflection from the ice-air interface. The South Pole transmission shows a
direct pulse centered at 210 ns followed by the ice-air interface reflection at 230 ns.

4.6 Limitations and Potential Improvements to PE Methods

Although a powerful and relatively new means of simulating radio propagation through the ice,

the PE approximation has some disadvantages when compared to more standard methods like
RT and FDTD.

Three Dimensions

The implementation of PE simulations is currently limited to two dimensions. The PE ap-
proximation assumes a cylindrically symmetric field ¢ (x, z, ¢). In principle, solving for forward
propagation in ice in three dimensions is trivial; one only needs to substitute ¥ (z,z,¢ = ¢;)
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Figure 4.9: A comparison between a received 400 MHz bandwidth Gaussian pulse from a TX at
ztg = 11m to a RX at z,, = 2zt = m over a range of R = 42m through the South Pole and
Guliya ice caps.

where ¢; is a member of a list of all the azimuth directions ¢ that one cares to simulate. How-
ever, modeling two-way propagation will require considering interference between waves of several
different wave vectors. Updating paraProp to operate in three dimensions is a subject for future
work and is beyond the scope of this thesis.

Polarization

Another limitation of the PE method is that the solution is derived on the assumption of a
vertically polarized field ¢ (x, z) = E,(z, z), which will naturally propagate with a wave vector in
the horizontal direction. While this may be sufficient for a cross-borehole radar with a vertically
polarized antenna, there are applications where different polarization angles may be of interest.
One can imagine solving the PE for E, or I, however in these cases, the assumption of cylindrical
symmetry about the polarization axis is not true for a vertically variant refractive index, and
thus, it is not clear if the solutions would be valid. For these cases, PE may be used alongside
other radio-propagation methods such as FDTD or RT, which may allow for the computation of
a boundary condition to allow initialization of the PE.

Computation Time

Although PEs are computationally more efficient than FDTD methods, as the higher spatial
resolution is only required in the polarization axis, computation time is still a consideration,
especially for TD and two-way propagation solutions. In the current paraProp solver, the slowest
component is the computation of the FFT and inverse FFT for equation Currently, this
utilizes the NumPy FFT function and takes approximately ~1ms. Future improvements to FFT
may include the solution of the PE in a more efficient code, such as C++, or utilizing a more
efficient formulation of the FFT algorithm. An example of this could be the FFTW ‘Fastest
Fourier Transform in the West’ library. FFTW performs a planning phase to determine an
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(b) B-Scan of the Guliya Ice Cap.

Figure 4.10: The parallel depth B-Scan of the upper 20m of the South Pole and Guliya ice caps,
for RF transmission from TX to RX at the same depth. The color scale shows the received RF
power, the y-axis shows the depth of both antennas, and the x-axis shows the recorded signal
time at the receivers. At each depth, the maximum signal component or ‘peak’ is shown with a
red dot, while all other peaks with an amplitude greater than 10% of the maximum are indicated
with blue dots. The horizontal propagation time t(z) = Rn(z)/c is indicated with a white plot
line. The delay of the pulse arrival time at z ~ 3 m for the Spice Core relative to the expectation
from the refractive index is not yet understood.
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optimal sequence of computations. During this phase, it analyzes the input data, caches, memory
alignment, and processor architecture to create an execution plan tailored to the specific machine.
Increasing the computation speed by an order of magnitude would allow for higher resolution
modeling of anomalies for back-scatter simulations, as well as three-dimensional simulations.
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Chapter 5

Inversion of PE Simulations using
Genetic Algorithms

As described in chapter [4), a forward simulation technique for radio propagation through an ice
medium with an arbitrary two-dimensional refractive index profile n(x, z), using the Parabolic
Wave approximation has been implemented in the paraPropPython code, hereafter referred to
as ‘paraProp’. So far, solutions for the electric field amplitude throughout the medium in the
frequency domain mode have been shown (section , as well as solutions for the received
pulse from a single transmitter source TX = TX(z) at a set of receiver positions in the ice
RX = RX(x,2) (section [4.5.3)). To reconstruct the refractive index in real-world cryospheres, an
inversion technique is necessary, where one can take the observed pulses at the receiver positions
and reconstruct a refractive index profile that can adequately explain the characteristics of the
received pulses, such as the time of arrival and amplitude.

In this chapter, an inversion technique based on a genetic algorithm (GA) is presented. GAs are
a form of optimization technique that attempts to replicate the process of natural selection to
evolve a set of solutions to a problem towards a better set of solutions. The concept of a GA
is presented in section In section a GA’s application to permittivity reconstruction is
described in detail, including the initialization method, fitness function, genetic operators, and
selection routines. In section[5.3] the testing of the GA to reconstruct the refractive index profiles
of simulated ‘pseudo-data’ is presented, which are generated from two real-world glaciers. The
tests aimed to verify this technique’s effectiveness and calculate the expected residuals of the
optimal refractive index profile. In chapter [§] the application of the GA-based inversion to the
time-of-flight profiles obtained using the cross-borehole radar technique, described in chapter [6]
is shown.

5.1 Genetic Algorithms

Genetic algorithms (GAs) are a class of optimization algorithms that utilize the principles of
evolution to determine solutions to complex problems efficiently. GAs operate on an initial
‘population’ (set) of ‘individuals’ (solutions), which are each defined by their genes, which are
parameters of interest in the solution. There are many ways the genes can be represented in the
algorithm. The simplest example is of genetic representation is an individual being defined with
an array of binary bits, each of which is a ‘gene’. However, the genes may also be integers or
floating-point numbers within a limited domain. The procedure of a GA can be divided into the
following steps, each of which will be described in greater detail in section

1. Initialization: An initial population of individuals is created.

2. Evaluation: Fitness scores are calculated for the individuals

49
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3. Selection: Fitness scores are used to select a subset of individuals.

4. Reproduction: New individuals are synthesized via various genetic operators, including
cross-breeding and mutation

5. Repeat steps 2-4 until termination.

6. Termination: An individual reaches a sufficiently high fitness score or a maximum number
of iterations has occurred

5.1.1 Examples of GAs

A famous use of GAs in optimization is the ‘Knapsack problem,’ a classic computer science prob-
lem dating from 1897. In this problem, a traveler must fill his or her knapsack with a number N
of items m, with each item having a different monetary value v and weight w, and the knapsack
must be under a maximum weight W. The traveler wishes to maximize the value of the knapsack.
The traveler could calculate the value of every possible combination of the items, but if there are
many items, this method quickly becomes unworkable as the evaluation time increases as oc 2V.
GAs have been demonstrated to solve this problem in substantially shorter periods of time[71].

An example of practical use of GAs that is relevant to this work’s topic is antenna design.
The GENETIS (Genetically Evolving NEuTrIno TeleScopes) project utilizes a GA to design the
dimensions of a bicone antenna to be used by the Askaryan Radio Array (ARA) to detect in-ice
Askaryan radio emission induced from relativistic particle showers induced by ultra-high energy
neutrinos interacting within the Antarctic ice-sheet [8, [, [70]. The dimensions of the antenna
were to be selected to maximize the effective detection volume of ARA and, therefore, maximize
the sensitivity of the detector to the ultra-high energy neutrino flux[70]. The ‘genes’ in this case
were 7 floating point numbers that defined the dimensions of the bi-cone antenna (as shown in
Fig. [5.1). An optimal resulting antenna increased the effective volume by 22% was found by
generation 23, with 50 individuals per generation.

5.1.2 GA Procedure
Initialization and Evaluation

The first step in a GA is ‘initialization’; the first generation must be created. At each generation,
all members of the population of solutions are evaluated with a ‘fitness function’, which quantifies
the solution’s goodness of fit, typically with an output of a single number, known as the fitness
score S.

Selection

With a fitness score assigned to each individual, individuals may then be selected as ‘parents’
for the next generation, with the probability of selection being proportional to the fitness score.
As the name suggests, parent individuals generate ‘children’ which populate the next generation.
The way that parents are selected is known as a ‘selection routine’, of which two are used in this
thesis:

e Roulette selection: also known as ‘fitness proportionate’ selection, is where an individual’s
likelihood of being selected as a parent is proportional to its fitness score.

e Tournament: a subset of the population is randomly sampled, and the highest-scoring
individual within this subset becomes a parent. This process is repeated to ensure enough
parents through this selection method.
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Figure 5.1: A sketch with the dimensions of the GENETIS bicone antenna: the lengths or heights
(L1, Ls), the inner radii (ri,72) and interior angles (61,62) of the upper and lower cones, and
the separation s between the bicones. Fig 7.1b. A three-dimensional model of the best antenna
shape was found using the GA. Fig 7.1c. The evolution of the fitness score throughout the GA

[70.

Reproduction and Mutation

Having chosen the parents, the production of children takes place via genetic operators, with the

main

operators being:

Cross-breeding: Two parents create a new individual, with approximately ~50% of the
individual’s genes coming from parent 1 and the rest coming from parent 2. The way the
genes may be allocated can differ. For example, each gene may have a 50% chance of
coming from parent 1 or parent 2. Alternatively, the genes of each parent may be split into
even-sized chromosomes, with half coming from parent 1 and the other half from parent 2.

Cloning: An individual with a very high relative fitness score may be directly copied or
cloned into the next generation, with the clone having identical genes to its parent. Not
all GAs use cloning. Cloning is used to guarantee that the quality of the solutions cannot
decrease from generation to generation, a strategy called ‘elitism’ or ‘elitist selection’. Too
much GA elitism can decrease the population’s diversity and lead to over-fitting of the
problem. As a rule of thumb, the proportion of cloned children should be small, typically
on the order of 5 % or less.

Mutation: the simplest way to picture ‘mutation’ is for individuals to be expressed as an
array of binary bits. One or more bits in the array are randomly selected and flipped to the
opposite sign. This mutated individual is then passed to the next generation. For integer
or floating-point representation, mutation is more complicated. An integer number gene
may be replaced with a new number from some distribution or two genes may be swapped
inside the individual.

Immigration: this operation is done without using parents from the previous generation.
Instead, completely new individuals may be added to the new generation by sampling
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from a separate distribution. This may or may not be the same distribution from which
generation 0 was sampled.

Additionally, multiple operators may be applied to the same individuals in different orders. For
example, a child individual created via cross-breeding may also be subjected to mutation, as can
a clone or immigrant. Fach problem that a GA analyzes is different and may require a different
relative proportion of the different genetic operators.

Termination

In a GA, a loop iterates through each generation, evaluating the fitness scores, selecting parents,
and spawning the new generation via the operators until termination. Termination can occur
after a predefined number of generations or until at least one individual reaches a predefined
fitness score.

5.2 GA-based Inversion of paraProp

The application of a genetic algorithm in this work is as an optimization routine to find a best-fit
refractive index profile of a region of ice under test. The observables are the radar amplitude data
Arx rx(t) from subsurface receiver RX and transmitter 77X . In the construction of the problem,
one can define each refractive index profile as a model m which is comprised of a 1-D refractive
index profile n;(z, z) = n;(z), with the genes being the refractive index values at a discrete num-
ber of depths n; ; = n;(z;). The procedure follows a simple workflow described in Fig. A
population of refractive index models is created at the initialization step, using some combination
of analytical and data-derived profiles, with random fluctuations added to some fraction of these.

Following initialization, each refractive index in the population is used to generate a set of
‘B-Scans’ (defined in section using the paraProp simulation code (see chapter . This
means that a forward propagating signal from T'X is simulated for a set of transmitter depths,
and the signal is sampled at a discrete set of receiver points RX. The data set is described
here as an array of waveforms or A-Scans Ay sim(t), where the subscript k corresponds to a
transmitter 7' Xy position from a set of Npx positions, and [ corresponds to a receiver position
RX, from a set of Npx receiver positions. For each T'X and RX position, there will also exist
a data recorded waveform Ay gatq. At each point, the difference between the data Ay garq and
simulation output Ay sim is calculated using a misfit score xp; = X(Ak 1 datar Akl sim). The
fitness score for the refractive index model m is the inverse of the sum of the misfit scores for
all TX and RX positions. The fitness scores are then used to select some of the models to act
as ‘parents’ for the next generation, which are then generated using the genetic operators. This
process is repeated Ny, times, with the output being the refractive index model with the highest
fitness score. Each step is outlined in detail in this section. In this chapter, the models have a
depth resolution of Az = 0.5m, for a range of depths from 2,,;, = 1 m t0 Zpae = 15m, resulting
in a gene number of 28. For the depths above z,,, the refractive index values are fixed using
real-world data of snow permittivity from the Aletsch glacier field test of the Enceladus Explorer
(EnEx) project, described in chapter

5.2.1 Misfit and Fitness Function

The refractive index model m in a generation is then used in a TD-simulation with paraProp,
creating an ensemble of waveforms, Agim(m) = Ak sim(m,t) for transmitter TXy and receiver
RXj, which can take the form of a pulse or a CW waveform. Finding an optimal fit to the data
will require a function that quantifies how different the simulated signal is from the measured
data by use of a misfit function X(Asim, Adata). A misfit function can be defined in multiple
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Figure 5.2: A workflow diagram of the GA-based refractive index reconstruction. The procedure
is initialized with an initial fit to the time of the peaks in the data waveforms Agq,(t), with a
set of n(z)-profiles created from these fits. The initial n(z) profiles are then used to generate
time-domain signals A, with paraProp. The waveforms are evaluated using a fitness score,
which then drives the selection of the best profiles with the genetic algorithm. The selected
profiles then produce the next generation of signals. The procedure repeats iteratively.

ways: instantaneous phase, envelope misfits, waveform amplitude, travel-time difference, etc.
[I7]. This analysis defines a misfit function xg from the signal envelopes E(t). The envelope
misfit function is the integral over time of the natural logarithm of the ratio of the envelopes of
the data and simulated wave-forms squared, between times t,,;, and 4.

2
)| dt. (5.1)

tmazx

Edata (ma t)
Esz'm (t)

Where the envelope E(t) is defined as the root of the real and imaginary components of A(t)
squared,

N5 (Asim (1, ), Aguta(t)) = / log (

tmin

E(t) = /Re(A(D))2 + Im(A(t))2. (5.2)

The global misfit X between the refractive index model m and the data is quantified as the sum
of all the waveforms across all combinations of TX and RX:

Nrx Nrx Nrx Nrx

Xm) =YY xum) = > > x(Asimpa(m), Adata,)- (5.3)
ko1 ko1

As a better fit means a lower misfit score, one can therefore define the fitness function of the GA
simply as the inverse of the global misfit:

S(m) = ———. (5.4)

5.2.2 Initialization

For this case initialization is the process of creating the first generation of refractive index mod-
els. To achieve a resolution that reflects density fluctuations observed in real-world glaciers, the
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depth intervals of the profile should be of a scale Az < 0.5m. For a profile of depth z > 15m,
the number of free parameters will therefore be of an order of > 30. Thus, there is a large
parameter space to be searched, so it is prudent to utilize the time of flight information of the
data or pseudo-data so that an optimal solution can be acquired in a reasonable time frame and
with realistic computational resources. On the other hand, it is also important to have some
degree of diversity of the solutions to avoid over-fitting and premature convergence to a local
minimum. Thus, a combination of ‘first-guess’ profiles utilizing peak selection of the pseudo-data
waveforms are used, both in raw form and with some ‘noise’ components added in the refractive
index space. Additionally, classes of functional refractive index profiles are added, with some
noise components added in.

In Fig. [5.3] examples of profile initialization for an example refractive profile are shown which
are used in section [5.3.5

The analytical profiles are:

e Exponential Profile: n(z) = nice + (Nice — M0 ,rand) €XP(2/20,rand)
With the constant value n;.. = 1.78 the following variables determined randomly:

— Surface Refractive Index: 1.35 < ng and < 1.45 (random).
— Scale Depth: 14m < z.4pq < 100m (random).

e Sine Profile: n(z) = Arand sin(krand2+@rand) +nerand- With the following random variables
defined within bounds:

— Amplitude: 0 < Apang < 0.4

— Wave vector: 1/15 < kyang < 2
— Constant: 1.0 < ngrgng < 1.78
— Phase: 0 < ¢rang < 27

e Flat Profile n(z) = nyand, with the bounds: 1.0 < nyang < 1.78.

Randomized refractive index: Random fluctuations in ice density have been observed ice
cores at the Taylor Dome [12] and at the South Pole [68] on an order of 2% to 5% of the
absolute density value within the measured depths at both sites. The fluctuations in density
are maximized at shallower depths and decreases as a function of depth. To model the depth
dependence of the fluctuations, a random density vector An,4,q0 is calculated using a function:

A

= o g (B 09). (5.5)

Anrand,O(Z)
Where A is a proportionality constant, B controls the depth dependence of the fluctuations and
R is a random number 0 < R < 1. The constant B is assumed to be the inverse of the ‘scale
depth’ of the glacier. In the initialization process, these constants are set to: A = 0.05, B = 0.01.
Before applying this random fluctuation vector to a analytically or data-derived profile, An,.4,4,0
is passed through a low-pass filter Frp which suppresses fluctuations on scales Az < zmin:

Anrcmd = FLP(Anr(znd,Oa Zmin)- (56)

And the randomized refractive index derived from a starting profile ng(z) derived analytically
or from data:

nrand(z) = no(Z) + Anrand' (57)
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Figure 5.3: Examples of glacier refractive index profiles used to initialize the GA. On the left side
are examples of profiles formed by ‘peak selection’ for the pseudo-data signal, shown with circles.
These include both the first peak in the signal with a SNR > 10 and the peak of maximum
amplitude ‘max peak’. The triangles are these profiles with some random noise added to them.
On the right are examples of functional profiles: Sine, Flat and Exponential.
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Creating Profiles

In paraProp, the minimum required depth resolution Az is determined by the wavelength A of
the signal, with a requirement that Az < A\. In TD mode Az is dependent on the wavelength
from the Nyquist frequency fryqusit = 1/20t of the waveform. For example, it was found that res-
olution of Azperqprop = 5 cm was required to simulate frequencies up to 1.9 GHz. In this analysis
a resolution of Azperaprop = 2cm is used. An important consideration in the inversion analysis
is to select the necessary depth resolution of the refractive index Az. In the GA-based recon-
struction used in this analysis, the refractive index values at a series of equally spaced depths
are the model’s free parameters or the individual’s genes. If the aforementioned minimum depth
resolution of paraProp was used to define the spacing, then each individual would contain 300
to 750 genes. A large parameter space will inevitably require more individuals per generation to
find optimal solutions and more generations to evolve toward better solutions, which will stretch
the limits of available computational power. Another consideration is the number of observables
used in the optimization, in this case, the number of points in space in which the propagated
signal is sampled. In this analysis, a choice was made to equate the number of genes to the
number of observables. Thus, the spacing of the refractive index values used as genes or free
parameters is the same as the highest spacing of receiver and transmitter points in space. This
leads to the number of genes as 28, with the genes being the refractive index points from z = 1.5
m to z = 15 m. These correspond to the depths measured by the cross-borehole radar (chapter
@ at the Aletsch glacier campaign (chapter [7)).

The remainder of the refractive index profile used in the simulation was found via spline in-
terpolation of the points below depths of 1.5 m. The refractive index for depths between the
surface at z = 0m and z = 1.5 m is taken from measurements with a coaxial probe permittivity
sensor of a snow pit at the Aletsch glacier [82]. An example of such an interpolated profile is
shown in Fig. In this case, the ice core data of the Guliya data between z = 1.5m and
z = 15m is selected and then decimated, leaving only the points from 1.5 to 15 m in 0.5 m
increments and 0.2 m increments . The resulting profile with a resolution of 0.5 cm
is used in the subsequent testing of the GA inversion. However, it should be noted that not all of
the density fluctuations are reproduced after the processing, notably two thin and dense layers at
~7.5m and 3.5m are not shown in the resulting profile for Both cases do not reproduce the
thin layer at 12.5m in However, the 0.2 ¢cm interpolation mostly reconstructs the number
of layers, their relative thicknesses, and the refractive index value n. Using the density profile
of the Guliya glacier as an example, a good reconstruction of this glacier’s density requires a
resolution of at least 20 cm for shallow depths [45].

5.2.3 Genetic Operators

A cross-breeding operator is applied to two different refractive index profiles (designated profile
‘p’ np(z) and profile ‘m’ n,,(z)) applying a ‘splicing’ method. That is, a random depth ze, is
selected between zpin and zmqz, and the n values for z > 2z, are taken from ny(z) and z < zey
is taken from n,,(z), these are combined to make the child profile n.(z):

'f CcCu
ne(z) = ¢ ") e > ma (5.8)
nm(2)  if 2 < zew

On the other hand the mutation operator acts only on an individual and acts simply to replace
one or more n; = n(z;) values with a random value n,4,q with a value 1.2 < n,4nq < 1.8. The
constraints here on physical assumptions that the highest density in the firn will be the density
of solid ice (pjce = 918kg/m3, for which n = 1.8) and the lowest density will be that of freshly
fallen snow (psnow =~ 230kg/m? for which n ~ 1.2) The probability of the discrete value n; is set
by a threshold number Pj,..s with a value 0 < Pypres < 1, such that for the mutant profile n,,
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Figure 5.4: The interpolated Guliya glacier with the top 1.5 m defined separately using near
field permittivity data from the Aletsch Glacier field campaign 2022[82] (credit Fabian Becker).
Shown in Fig. is the profile used to define ‘pseudo-data’ with a resolution of Az = 50 cm,
while on the Fig. is the same but with a resolution of Az = 20cm. The 20 cm resolution
captures more of the profile data, but a small dense layer at 12.5 m is missing from both examples.
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Figure 5.5: Examples of the ‘cross breeding’ and ‘mutation’ genetic operations being applied to
form new refractive index profiles.

derived from the parent profile n,(z):

if R < Pipres
pn(z) = P TR < P (5.9)
Nrand if R < Pthres

where R is a random number between 0 and 1. Examples of a cross-breeding operation is shown
in Fig. and a mutation operation is shown in Fig.

5.2.4 Selection

The selection method used in this analysis are the aforementioned roulette and tournament
selection methods. Roulette usually means fitness proportionate selection, and in this case the
probability P; ;ouieite of an individual being selected to be a parent of the next generation is
related to the ranking of the individual’s fitness score .S; to the distributions of the scores in the
population:

n(S[S > S;)

) 5.10
Nind ( )

F)i,roulette =1-

With Nj,q being the number of individual’s in the generation. Tournament selection is applied
by first randomly selecting a subgroup of the profiles. By default, the number in the subgroup
is set to 10. The individual with the highest score is then selected, and the whole distribution
of individuals is shuffled, and the process is repeated until the quota of tournament-selected
individuals is filled. The final selection process is simply the cloning of some percentage of the
best scoring profiles, i.e., the elites.

After calculating the fitness scores for each generation, the selection of elites takes place first, such
that the best scoring profiles is always preserved, while the selection of parents by roulette and
tournament takes place next. These parents are then subjected to cross-breeding and mutation.
The final step is the selection of ‘immigrant’ profiles.
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5.3 Testing with Pseudo-Data

Before applying GA based inversion to field test data (see Chapter [7)), it was necessary to
test the reliability of the reconstruction method using ‘pseudo-data’ generated using paraProp,
using user-defined refractive index profiles, including some drawn from density data of real-world
glaciers. The following criteria for the efficacy of the reconstruction method are defined:

e Averaged Residual Error of the Refractive Index
e Time of Flight Reconstruction
e Amplitude Reconstruction

e Repeatability

5.3.1 Signal Settings and Antenna Positions

A goal was set beforehand that the GA inversion should return refractive index values with
residual offsets within a range of An < 0.05 for all depths. The choice of this was motivated
by the timing resolution of the signal, for which a somewhat crude approximation is made that
the time of flight resolution is equal to the width of the pulse, which is inversely related to the
bandwidth of the pulse in Fourier space. The transmitted signal is modeled as a Gaussian pulse,
where the magnitude of the pulse A(t), and the magnitude of its spectrum S(f) are Gaussian
distributions. For the pulse, the pulse width A¢ in the time domain is equivalent to the standard
deviation o of a Gaussian distribution, while for the spectrum the bandwidth is equivalent to
the standard deviation. The transmitted pulse Apx(t) can therefore be expressed:

lt—to,rx1?

Arx(t) = Age™ 260 e~ 2 eentrart (5.11)

with Ag being the maximum amplitude, ¢ty being the time of peak magnitude of the pulse at
the TX, and feenirar being the central frequency of the pulse’s spectrum. Since the spectrum
is also a Gaussian in frequency space, with the standard deviation of the Gaussian defining the
bandwidth B, one can see that the pulse-width At is the inverse of the bandwidth B:

1
At= (5.12)

For a Gaussian pulse of bandwidth B = 200 MHz the pulse-width is At = 5ns, which hereafter
will be referred to as the ‘timing-resolution’. The transmitted pulse and its spectrum are shown
in fig The location of the transmitters and receivers reflects the positions utilized in the
Aletsch glacier field test described in chapter [7] and is shown in the graphic in Fig. The
transmitting antenna is always located at R = 0, with depth ranging from 2z;;, = 1m to 2, = 15m
in the B-Scan, with depth intervals of 0.5 m. The receivers are located at ranges of 10m, 25m
and 42m. At the first range R = 10m, the receiver is only located at the surface. At R = 25m
and 42m, the receiver position changes from z,, = 0m to z,, = 15m, with intervals of 0.5m for
the former range and 1m for the latter.

If horizontal propagation is assumed at the depth z, one would then measure the refractive
index to a resolution An = cAt/R, which for R = 25m is An = 0.06 and for R = 42m is
An = 0.032 respectively. Thus the choice of An = 0.05 was made as a desirable minimum
reconstruction residual.
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Figure 5.6: Left: the transmitted signal: a 200 MHz bandwidth Gaussian pulse emitted with a
delay of 10ns, with the amplitude shown in arbitrary units. Right: the Fourier spectrum of the
pulse, showing the central frequency of 1.8 GHz
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Figure 5.7: The positions of transmitters and receivers used in the 2022 Aletsch Glacier field
campaign, used to define the TX, RX configuration in the example of GA reconstruction in this
chapter.
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Figure 5.8: The profiles used to define the ‘pseudo-data’ for the Guliya glacier (left) and the
Brueggen glacier (right), with the Aletsch glacier snow profile obtained with a permittivity
sensor overlapping the first 1.5m [82].

5.3.2 Ref-Index Scenarios

In testing, two real-world glaciers are used, the Guliya glacier located in the region of Western
Tian Shan in the Tibetan Autonomous Region of China (data obtained from [45]) and the
Brueggen glacier in Chile[73]. In both cases, the genes are the refractive indices at discrete depth
points from z,,;, = 1.5 to zZpee = 15, and the refractive index values used in the simulation are
interpolated between these points. The profiles used to generate the pseudo-data are shown in

Fig.

5.3.3 RF Simulation Setup

The geometry of the simulation domain was chosen to be large enough allow for the signal to
be sampled at the distance of the receivers RX from the transmitter T'X, and to represent the
maximum depth sampled by TX and RX in the Aletsch glacier field test (see chapter . The
simulation uses axes x, which represents range, and z, which represents depth. The maximum
length of the simulation is called the ‘Ice Length’ L;.., and the vertical distance from the surface
z = 0 to the maximum depth of the simulated ice is the ‘Ice Depth’. The resolution in the x-
direction or horizontal direction is Az, and the resolution in the z-direction or vertical direction
is Az. In this example, the geometry settings are as follows:

e Ice Length L;.e =50m

e Ice Depth Z;.c = 15m
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e Horizontal Resolution dxr = 1m
e Vertical Resolution dz = 0.05m

As mentioned before, the transmitted signal is modeled as a Gaussian pulse described with
equation [5.11] with the defining parameters: peak magnitude Ay, time of peak magnitude ¢,
central frequency feentrqr and bandwidth B. In this study, the electric field amplitude is defined
with arbitrary units u and expressed in the paraProp simulation code as a complex vector, with
the number of elements being the ‘sample number’ Nggppe. Each vector element is the pulse
electric field amplitude at an instant in time, with the timing intervals dt being equal for all
elements. Thus, we simulate the waveform from a start time of tg44+ = 0 to a maximum time
tmaz- In this example we use the following signal parameters:

e Central Frequency feentras = 1.7 GHz

e Bandwidth B = 200 MHz

e Time of peak magnitude at TX: t7x o = 10ns
e Peak amplitude Ag = 1u

e Time interval dt = 0.2ns

e Sample number Nygmpie = 3000

e Maximum Time t,,4; = Nggmpiedt = 600.0 ns

5.3.4 GA Settings

For the two examples of the GA reconstruction of the refractive index profile of the pseudo-data,
each generation contained 200 individual profiles and ran over 100 generations. Each profile was
simulated using paraProp using the above settings (section . The time needed to complete
a simulation is proportional to the multiple of the number of samples in time-space, the size of
range space and depth space over the respective resolutions, and the number of transmitters.
With the utilized settings, each paraProp simulation was completed within approximately 10
to 15 minutes, utilizing one CPU core and 500 MB of memory. To make the solution of the
GA feasible, the supercomputer cluster PLEIADES at the University of Wuppertal was used [2].
Fach individual was simulated on a separate CPU core. It was not practical to save the signal
data from each profile, as each required ~50 MB), but the reconstructed refractive index profiles
and the fitness scores were saved to a hierarchical data format (HDF) file, and any profile of
interest could be simulated at a later time. Main Settings

e Number of Generations Naenerations = 100

e Number of Individuals Ny, dividuals = 200

e Number of Genes Nyepes = 28

e Minimum Depth of Genes z,;,, = 1.5m

e Maximum Depth of Genes 2,4, = 15m
Parent Selection Settings

e Fraction of Elites: fepites = 0.05

e Fraction of Parents: fpqrents = 0.85

— Fraction of Parents selected by Roulette: frouette = 0.7
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— Fraction of Parents selected by Tournament: frournament = 0.3
e Fraction of Immigrants fimmigrants = 0.1
Operator Settings
e Mutation Fraction: fiutation = 0.4
e Cross-Breeding Fraction: feross—preeq = 0.6
Initialization Settings

i ffluctuations =0.8

i fsine = 0.05
o ffiat = 0.05
b femp =0.1

5.3.5 Results

For both Brueggen and Guliya the inversion method were able to return solutions of the refrac-
tive index profile to within a residual error well below An,csiguar < 0.05, and the shape of the
best resulting profile is similar to the shape of the ‘truth’ profile, i.e. the profile used to produce
pseudo-data. The agreement between the simulated signal data shows a substantial improve-
ment from initialization through to the last generation. The results for Brueggen and Guliya
are presented, showing the evolution of the fitness score, the profile reconstruction, and signal
reconstruction.

Results: Brueggen

The evolution of the fitness score is shown in figure [5.9] with the evolution of the scores being
shown by plotting the ‘best’ score along with the mean and median values of the scores per
generation. The mean and median scores mostly fluctuate around S = 0.05 from generation
18 onwards, but the ‘best’ score per generation goes from Sgyen—1 ~ 0.007 to Sgen—g95 ~ 0.011,
an improvement of ~57%. The best-fit n(z) profile (found at generation 95) to the Brueggen
pseudo-data is in good agreement with the initialization profile, with Angyrs < 0.02 across all
depths, well exceeding that target resolution of An < 0.05. Its noteworthy that the first gen-
eration obtained a fit that fell within the target resolution for most sampled depths, with the
exception of 1m < z < 0.2m and close to z = 12m.

It could also be remarked that the Brueggen pseudo-data was relatively easy to find fitting
profiles for compared to the Guliya example. This was due to it having a smooth profile from
z =2m to z & 11m, with the only noticeable anomaly being a dense layer between z = 11 m
and z = 14 m as seen Fig. [5.10] The initial best guess was an exponential profile, which already
is mostly within the aforementioned desirable boundary of A < 0.05. The next generation sees
the reduction of the refractive index at z = 2m, being reproduced in the next generation in the
profile (also seen in Fig. , while the bulge in density gradually takes shape and becomes
obvious by generation 80. The best resulting profile appears at generation 95 (see , with
the shape being constrained to within —2.5 < An < 0.05, with a noticeable systematic offset of
Angys =~ 0.01.

Signal Reconstruction
The reconstruction of the signal is represented by comparing the parallel depth B-scans (Fig.
5.11)) of the best score of the first generation (shown in the middle plot) and the best score of
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Figure 5.9: The evolution of the fitness score S for the reconstruction of the Brueggen over 100
generations. The best distribution score in each generation is indicated in blue as ‘Max,” while
the mean and median average of the score distribution in each generation is shown in red and
green, respectively.

S_max = 0.010944301732520756

0 0
d— Best Profile, gen: 87

—— Truth

Best Profile from
first generation 2+
® Genes, Best Profile

Depth z [m]

10 +

12 4

14 A

— Residuals, Best Score, gen: 97
Residuals, Best Score from
first generation

16

T T T T T 16 T T T T T T T
12 13 14 15 16 17 18 -20 -15 -10 -5 0 5 10 15 20
Ref Index n Ref Index Residuals An-100

Figure 5.10: Brueggen Refractive-Index Reconstruction. Left: the genes used to define the
profiles are displayed as dots, with the interpolated profile as ‘solid lines,” with the best result from
the first generation in green, the best result from the entire process in blue, and the pseudo-data
in black. Right: the residuals of the profile; the resolution window of ngjm, (2) — ngata(z) < +0.05
is shaded in red.
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the whole inversion process (shown on the right) against the B-scan of pseudo-data (shown on
the left). The evolution of the signal reconstruction is somewhat difficult to discern, and indeed,
the shapes are broadly similar, with a direct signal feature that tracks well with the shape of the
profile and a reflection signal feature that diverges at z &~ 10 m, which likely originates from the
dense layer at z = 1m, or from the surface.

The improvement of the signal reconstruction is seen more clearly by looking at the logarithm
of the ratio of the signal envelopes E(t) = \/Re(A(t))2 + Im(A(t))? between the output of the
GA and the pseudo-data (see [5.12)) where,

dfx _ |1 (Edat(l(t7 m))’2

— 1
dt Esim(t) (5 3)
(t) = / e dx g, (5.14)

From which the misfit score y was obtained by integrating over the flight time of each TX
and RX. The envelope ratio B-Scans show good agreement between the best result from gen-
eration 95 and that of the Pseudo-Data, with both the direct and the main reflection component.

A comparison between selected A-Scans of the pseudo-data, the best result from the first gener-
ation and from the best overall result are shown in Fig. [5.13] with two ‘parallel depth; examples
and two ‘cross-depth’ examples:

® 2; =11m, R=25m, 2, = 11m (Fig. |5.13al)
® 2, =56m, R=42m, z,, = 5m (Fig. |5.13b)
® 2tz =1m, R=42m, 2z, = 9m (Fig' ’

® 2, =9m, R=42m, z,, = 7m (Fig. [5.13d).

Results: Guliya

The fitness score evolution is shown in Fig. continuous improvement of the score distribution
from generation 0 until 30, where the mean and median scores start to fluctuate about a value of
S = 0.003, while the maximum score in the distribution continues to improve until generation 57.

Compared to the prior example of Brueggen, Guliya features a larger number of relatively re-
frozen dense layers, leading to more in-ice reflections and signal delays. Due to the interpolation,
the ‘truth’ profile has fewer dense layers, the density gradient is not as sharp, but there are
still 5 significant dense layers. A more complex signal set should therefore harder to fit for.
Nevertheless, the GA inversion was also able to reconstruct the refractive index profile within
Az < 0.05 for 26 out of 30 sampled depths, and a maximum deviation of Any,.,0.065. The GA
reconstruction procedure was thus able to show a substantial improvement of the best-fit profile
from generation 0 to generation 60. The best fit from the initial generation was generated from
the ‘first peak’ selection method and represented the general trend of the profile without the den-
sity fluctuations. The best result is obtained at generation 57 (see Fig. , with the 5 density
fluctuations (z = 3m,6m,7.5m,9m,10.25m) being visible in the best-fit profile, although the
dense layer at z = 6 m is both broader and has a lower n value than for the pseudo-data profile.
It also reconstructs a feature at 13.5m that is not present in the pseudo-data profile, although
the gap between z = 13.5m and z = 14.5m could be argued to be a ‘shifted down’ gap from the
pseudo-data profile.
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Figure 5.11: The Parallel Depth B-Scans of the Brueggen Glacier simulation. Left side: the
pseudo-data, middle: the best result from generation 0, right side: the best result overall. the
horizontal time of flight defined using the refractive index profile ¢(z) = Rn(z)/c is shown in
black.
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Figure 5.15: The evolution refractive index reconstruction of the Guliya glacier, with the best
overall result obtained in generation 57.

Signal Reconstruction

The improvement from generation 0 and 57 is easier to discern from the parallel depth B-Scan
plots in Fig. The B-Scans of the pseudo-data and generation 57 best result show am-
plification of the signal intensity at locations of high refractive index gradient, although the
amplification is both more localized and more prominent in the pseudo-data than for generation
57. In Fig. the parallel depth B-Scans of the envelope ratios between the generation 0 best
result and the pseudo-data is shown on the left, and the one for the generation 57 best result, and
the pseudo-data is shown on the right, once again displaying good agreement for generation 57
and the pseudo-data. In Fig. the improvement in the pulse reconstruction from generation
1 to generation 57 at 4 different TX-RX configurations is shown.

5.4 Discussion

This work claims a tentative refractive index reconstruction precision of An < 0.05 for a depth
resolution of Az = 0.5 m, using 200 MHz bandwidth pulses. However, the GA’s performance is
limited by the complexity of the parameter space, and care must be taken to avoid premature
convergence to a local maximum of the fitness score while still allowing for optimization of the
model.

It has been demonstrated in this chapter that genetic algorithms can optimize a set of models of
depth-variant and range-constant refractive index profiles towards an optimal solution sufficient
to reconstruction the time of flight of signals, but not the amplitudes. The performance of the
GA-based inversion was tested smoothly, varying refractive index profiles and ones with large
numbers of density fluctuations, with an interpolation resolution Az = 0.5 m.

A general remark is that the reconstruction algorithm can replicate the time-of-flight of the
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Figure 5.16: Parallel Depth B-Scans for Guliya. Note the amplification of the signal at points of
high refractive index gradient: (z = 3m,6m,7.5m,9m,10.25m) between the pseudo-data and
the best overall result. the horizontal time of flight defined using the refractive index profile
t(z) = Rn(z)/c is shown in black.
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Figure 5.17: Guliya: envelope ratio parallel depth B-Scan. Left: the envelope ratio for the best
result from generation 0, Right: the best overall result.
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Figure 5.18: Examples of A-Scans from different TX and RX combinations for the Pseudo-Data
(black), best result of first generation (red), and best overall result (blue).

first and second most significant features of the A-Scans. However, the reconstruction of the
amplitude of the signals was less accurate. It also appeared to be easier, especially in the case of
Guliya, to reconstruct signals across depths zy, = 2.5, than it was to simulate horizontal prop-
agation zy; = 2p,. The likely explanation for this is the increased complexity of signals, which
are ‘trapped’ between layers, leading to diffractive effects and multiple internal reflections. The
more components of the signal to find a fit for, the more difficult it will be to find an optimal
solution.

5.4.1 Limitations of Inversion

The goal of the inversion analysis is to accurately reconstruct the ice’s refractive index or per-
mittivity profile in the depths examined by radar. The received signals at a discrete set of points
defined by the receiver positions and the origin at the transmitter are the observables that the
GA uses to evaluate the fitness of individual refractive index models. In doing so, one assumes
a causal link between the observables and the model parameters. This can be expressed using a
function &, which formalizes the relationship between the observables: the array of signal data
for the different TX and RX positions Arx rx and the refractive index model m;

Arx px = &(m). (5.15)

If £ is bijective, then there would exist a unique solution m™* for every unique array of signal data,
making the problem ‘well-posed’. In fact, inversion problems are usually ‘ill-posed’, where there
is no guarantee that a unique solution exists for m*, and one must settle for a set of parameters
that explain the observables to some acceptable level of precision.

My = minmg (Arx rx) — &(m)). (5.16)
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Figure 5.19: The square of the fitness score calculated from the waveform S,, compared with
that calculated from the refractive index profiles.

The key assumptions made in this inversion analysis: that the refractive-index profile is depth
variable but not range variable, that the antenna can be reduced to an infinitesimal dipole,
and smooth transition between the points used to define the genes of the model, all of these
will prevent a unique solution for a given set of radar data. In chapter |8] it will be seen that
uncertainties in the behavior of the permittivity radar system (chapter @ would severely limit
the ability of the GA method to reconstruct the refractive index to better than An < 0.05.

5.4.2 Limitations of GAs

Having discussed the fundamental limitations of inversion analysis, one must discuss the perfor-
mance of the GA algorithm on pseudo-data produced directly with paraProp. One approach is
to look at the relationship between the data’s fitness score and the refractive index’s residual
error. The latter may also be expressed as a ‘fitness score’: S, distinct from the GA evaluative
fitness score, which will be described as S4 for clarity in this discussion. 5, is simply the inverse
of the sum of the difference between the refractive index of model m; = n;(z):

Sn(my) = <Z nerutn — m(z)?) (5.17)

In Fig. the distribution of S2? and Si for the GA analysis conducted for Guliya and
Brueggen is shown, along with a line that shows the change of the fitness scores S, and S4 for
the ‘best’ score per generation. In both cases, one sees a clear correlation between S2 and Si,
but a wide degeneracy of the solutions. A final remark is to comment that the examples shown
in the chapter are quite artificial, as the refractive index profiles are interpolated approximations
of real-world data and are range independent, which, as noted in section [F] will not generally
be true in real-world glaciers. Based on the real-world glacier from Guliya (section , a
resolution of Az < 0.02m is necessary to accurately replicate the density profile of ice using
the interpolation method. Thus, reconstruction of a range-independence profile will require > 55
genes, a subject for later investigation. Finally, this analysis has so far neglected range-dependent
profiles n(z, z). Reconstruction in two dimensions is a challenging problem and will likely require
multiple sampling points in the range direction to be solvable.
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Chapter 6

Cross-Borehole Permittivity Radar

As discussed in chapter [3] the successful location of a subsurface water pocket with radar and
localization of the melting probe requires some estimate of the intervening permittivity distribu-
tion. One concept to measure the permittivity is to use the melting probe as a radar transmitter
or receiver and to estimate the permittivity by measuring the propagation time between the
probe and surface antennas or other in-ice probes (this concept is illustrated in Fig. . This
concept was tested with the construction and testing of a prototype cross-borehole radar (also
referred to here as the ‘permittivity radar’) with a remote transmitter (TX) and receiver deployed
in the ice and controlled from the surface. In section the frequency modulated continuous
wave (FMCW) technique used to obtain time-of-flight measurements is described. In section
the design of the permittivity radar is described, along with a detailed description of the
electronics and antennas. The measurement procedure for obtaining the signal propagation time
is explained in section An overview of the testing of the operation and performance of the
permittivity radar, both of individual components and the combined system, is given in section
A summary of the system specifications and experimental uncertainties is given in section
[6.5] The cross-borehole radar was tested at a field test at the Aletsch Glacier in the winter of
2022, which is the subject of the following chapter (chapter [7)).

6.1 Modulation Technique

Various modulation techniques exist in surface penetrating radar (SPR) and cross-borehole radar
(CBR) applications, the optimal choice depends on the application. The most common technique
is an impulse radar, which emits a short pulse from the transmitter. These fall into the category
of ‘amplitude modulation’ (AM). The second most common technique is ‘frequency modulation
continuous wave’ (FMCW)[22]. The use of the FMCW technique is preferable to pulsed radars
when frequencies greater than f > 1 GHz [22]. FMCW radars typically have a wider dynamic
range, that is, the difference in power between the maximum emitted power of the system and the
noise floor. They also have lower noise levels and higher mean radiated power[22]. An additional
benefit is that, in contrast to pulsed radars where the sampling frequency should be greater
than the bandwidth of interest, the information contained in an FMCW radar is generally at
frequencies far lower than the bandwidth, typically in the acoustic range: 1kHzf10MHz. The
explanation for the latter, as well as a more detailed description of FMCW will be contained
within the following section.

6.1.1 Frequency Modulated Continuous Wave (FMCW) Radar

In common usage FMCW is a modulation technique used by mono-static radar to precisely mea-
sure the distance to to a reflective target. They are also capable of measuring the target’s relative
velocity in the line’s direction from the target to the radar. In a mono-static configuration, a
transmitting (TX) and receiving (RX) antenna are at the same location and are connected to

73
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Figure 6.1: A concept for measuring the time-of-flight between a transmitting antenna the EnEx
melting probe, and near-surface receivers. This concept is inspired by the APS navigation system
proposed for acoustic transducers in the related EnEx project]26] (see chapterfor a description).
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Figure 6.2: An illustration of how the permittivity radar is deployed on a glacier. The transmitter
and receiver are deployed at depths Z;, and Zgrx respectively, in prepared boreholes separated
by a distance R in the field, connected to the control station at the surface via cables. The ‘green’
lines show the cables carrying the IF reference signal, while the red line shows the cable carrying
the LF output from the mixer. The orange dashed lines correspond to ‘rays’ of radio-wave signals
propagating away from the TX, some of which are sampled by the RX, which should observe a
direct propagating signal and reflections from layers above and below its depth. The length of
the cables limited the deepest accessible depth Z,,42 t0 Zpar < 30 m and range to R < 100 m.
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a local oscillator (LO), which produces a time-varying signal e(t), in which the frequency varies
according to some function f(t) over a fixed period T'. This can occur as a single burst over a time
T or can be repeated in multiple cycles. The signal is placed through a splitter which outputs
two new signals, which are hereby defined as the TX signal erx(7") and the ‘local oscillator or
LO signal ero(t), which becomes the input for a mixer circuit. The TX signal ey (t) becomes
the input for a power amplifier (PA), and the output is then emitted from the TX. The emitted
signal propagates through space and scatters off the target of interest. The back-scattered signal
is then recorded by the receiving antenna, typically passing through a low-noise amplifier to be
recorded as epx (t). Due to the round-trip travel time At, the received signal will have an instan-
taneous frequency offset Af that is directly proportional to At. After multiplying erx(t) and
ero(t) in the frequency mixer, the output signal from the mixer €,,;zer(t) can then be digitized
in an analog-digital converter (ADC). If one can describe the two inputs to the mixer as sine
waves (epo(t) = Ajsin(wi(t)t) and erx(t) = Agsin(ws(t)t), the resulting output will, to first
order, be the sum of the cosines of the sum and difference of the frequencies,

emizer(t) = ero(t) - erx (t) = AlAz[cos((w1(t) + wa(t))t) + cos(((wr(t) — wa(t)t)]
~ AjAscos(Aw(t)t). (6.1)

When processed through a low pass filter, the resulting signal will then be a function of the
difference of the frequencies. Different ways to modulate the frequency exist, with a linear
ramp being a typical and practical case. This may be a ‘sawtooth’ with the frequency sweeping
up to down or down to up, or a triangle wave with the frequency sweeping up to down to
up to down, and so on. For a sawtooth ramp, the frequency at a given time f(t) increases
from a minimum frequency fi, to a maximum f,,., where the difference between these is the
bandwidth B = fiaz — fmin,

FO)=B/T t+ faminif N- T <t < (N+1)-T. (6.2)

Where N is any integer number. Hence, the beat frequency Af is linearly proportional to the
round-trip signal time,

Af=B/T- At (6.3)

Both transmitter and receiver are connected to tuned oscillators that produce a signal with a
continuous linearly ramped frequency frr = frase + % X t (with % = %) over a period T and
within a bandwidth B. The time difference between the transmitted signal and the receiver’s
reference signal will result in a frequency offset Af. In a vacuum, or in the air where the
refractive index is very close to that of the vacuum ng;, = 1.0003 = 1.0, the frequency offset A f

is therefore:

d B BR
YN Bp BE (6.4)

Af =
! dt T T c

that can be measured in the output of a frequency multiplier e,izer ():
emizer(t) = sIn(27 (fpase + B/T)t) X sin(27( frase + B/T)t + 0t) = cos(2w A ft) (6.5)

The frequency shift A f should then be visible in the Fourier spectrum of the frequency multiplier.
For an example where B = 200 MHz and the modulation time is 7" = 1 ms, the frequency shift A f
is in the audio frequency range; Af = 20kHz if At = 100ns. Consequently, such measurements
are possible with relatively low sampling rates. The uncertainty in propagation time Jt is inversely
proportional to the bandwidth:

1

ot = (6.6)
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Figure 6.3: An example triangle modulation frequency ramp, with the frequency of the local
oscillator (LO) in green and the signal propagating through space from TX to RX (either directly
or by back-scatter off another object) is shown in red (top picture). Due to the time offset At
between the two signals, there is a frequency A f, which can be seen as a function of time (middle
picture). The resulting signal (when passed through a low pass) appears as a simple sine wave
for most of the observation time (bottom picture).
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Figure 6.4: The Fourier transform of the waveform shown in Fig. The FFT of the waveform
(a perfect sine wave) is a simple Dirac-delta function with a non-zero value at the waveform’s
frequency (Af = 25MHz in this case). In practice, however, the raw waveform will processed
before the FF'T, including with ‘padding’ of the waveform and windowing with a function such
as the Blackman function, resulting in a smoothed-out Gaussian waveform in the FFT. The data
processing is described in section [6.3.2]

6.2 Design

To measure the permittivity profile of the upper ice/firn of the Aletsch glacier in the EnEx Field
Test (chapter [7)) a cross-borehole radar was developed to measure the signal propagating from
a single transmitter (TX) to one or more receivers (RX) for different positions of both TX and
RX in the ice. This could include one or both being deployed within boreholes that are made
beforehand via melting probes or ice drills, with the other being kept above the surface. A
graphic illustrating the whole system being deployed in the field can be seen in Fig. The
primary challenges of the design were to ensure that the electronics would fit within a cylinder
that itself would fit within a borehole diameter of 8 cm, since the melting probes used at the
field test (chapter [7)) had this same diameter. There needed to be sufficient clearance between
the outer cylinder diameter and the borehole edge for the cylinder to be lowered and raised
within the borehole without getting stuck or frozen in. The housing would consist of a grey
PVC cylinder with an outer diameter of 7.5 cm, a length of 95cm, and a thickness of 0.4cm. It
was deemed desirable to amplify the transmitter signal within the ice, with minimal separation
between the power amplifier (PA) and the antenna. The reason for this was to reduce signal loss
due to attenuation of the RF signal over the cable. For example, RG-58 transmission lines have
aloss of 2.11dB/10m for f = 1.2 GHz. This condition meant that the choice of power amplifiers
was constrained to those that could fit within these dimensions, as PAs often come with heat
sinks composed of fins that can have larger dimensions than the rest of the PA. High-power PAs
may also require active cooling, with a fan attached to one end of the heat sink to cool the sink
by blowing away warm air. Ultimately, the limited space forced the selection of a medium power
amplifier, the Pasternak PE15A4017. This PA could operate with a passive cooling solution, a
small metallic heat sink attached to the top lid of the PA.
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Figure 6.5: Technical layout of the permittivity radar, with the control station located at the
surface, and transmitter and receivers located within the ice, separated by some range R. The
major components of the control, TX and RX, are described in sections [6.2.4], [6.2.5], and [6.2.6],
respectively.

6.2.1 Layout

The cross-borehole permittivity radar consists of three primary components: the transmitting
(TX) tube, the receiving (RX) tube, and the control station. A diagram of the technical layout
is shown in Fig. The TX and RX tubes both house the antennas and the electronics. The
electronic components include frequency synthesizers, amplifiers, bias-Tees, voltage converters,
mixers, and N-type connectors to attach to long coaxial cables. The control station is the site
of the signal waveform generation and data acquisition, both of which were accomplished using
a PicoScope 5442D PC Oscilloscope. The control station contained a box containing frequency
splitters, a power supply, and bias-tees. At the control station, the bias-tees generate a control
signal consisting of a frequency ramp in the intermediate (IF) range of 10 MHz - 20 MHz is
generated, split, and biased with DC. The control signal and DC voltage are transported by
coaxial cables to the TX and RX tubes. Inside the tubes, the frequency synthesizers generate an
RF signal, where the frequency is in some multiple of the IF control signal and is synchronized
with the IF control signal. In the TX, the signal is amplified by a power amplifier and transmitted
by an antenna. At the RX, the RF output from its own frequency synthesizer is the LO input for
the mixer circuit, while the RF input is the received signal from the RX antenna. A photograph
showing the RX and TX tubes with the control board is shown in [6.6]

6.2.2 Electronics
Frequency Synthesizer

A vital component of a FMCW radar is the frequency synthesizer, as the time of flight resolution
is directly related to the linearity of the frequency ramp. A frequency synthesizer board was
designed and tested with the goal of producing a highly linear frequency sweep (either sawtooth
or triangle) over a bandwidth of 200 MHz within a frequency range from 900 MHz to 2200
MHz. The frequency synthesizer board consists of two components: a voltage controlled oscilla-

tor (VCO) and a phase-locked loop (PLL).
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FMCW Technical Setup

X

Figure 6.6: All of the components of the permittivity radar, except for the long coaxial cables,
shown together on a table. The transmitter (TX) and receiver (RX) are shown, housed inside
transparent PVC tubes (in the end, grey PVC tubes were used on the field). On the bottom
right is the ‘controller’ board, which consists of a splitter and BiasTees to send the reference
signal and power to RX and TX via cables.

As its name suggests, a VCO is an electronic oscillator whose oscillation frequency is controlled
by a voltage input. In practice, the oscillation frequency is not a linear function of the voltage,
so one cannot simply create a linear frequency sweep with a linear voltage sweep without com-
pensation for the non-linearity of the response. Instead a PLL compares the phase of the VCO’s
RF output (hereafter referred to as RF,,;) and that of a reference signal (hereafter referred to
as I Fyy,), and reduces the phase offset by adjusting the VCO’s input voltage until it achieves lock.

A basic configuration of a PLL-based frequency synthesizer is shown in Fig. It consists
of a phase detector, which takes e;p .y as its input and produces a voltage which then passes
through a loop filter before being the input to the VCO, which then produces erpout, whose
frequency is some integer factor IV of er o, although fractional ratio PLLs also exist. err ous is
then split, with half leaving the circuit to pass through the PA and TX antenna, while the other
half is fed-back into the PLL circuit and divided down in frequency by N by the Frequency Di-
vider. This feedback signal e;p ¢, is then the second input of the phase detector (PD). There are
different types of phase detectors, the simplest form being a mixer whose output, after passing
through a low-pass filter, is a sine function of the phase difference. If the divided down output
signal from the VCO erpyc0(t) and the reference signal erp..r(t) are:

eIF,vco(t) = Ao Sin(WIF,'ucot + QSIF,vco) (67)

UIF,"’ef(t) = Aref Cos(wreft + ¢ref) (68)

and if one assumes that w,.; = Wour = w)then the output of the mixer e; Fa(t) is:

Vird(t) = KmUipref(O)vipout(t) =

1 . 1 )
§KmAreonut Sln(¢out - ¢’I‘€f) + §KmAreonut Sln(2w + dout + ¢ref) (69)

After going through the low pass filter, the output is the sine of the phase difference (A¢ =

¢UCO - ¢ref) SCaled by
_ KmArefAvco

Ky >

(6.10)



80 CHAPTER 6. CROSS-BOREHOLE PERMITTIVITY RADAR

Tuning Voltage !

Error Detector Ve !

' |
I

RF Output
_ eRF.oul(t)

L

I
|
I P
Reference| :

eIF,ref(t) —'—;’. PD

Loop Filter—»| VCO

|
I
i
1
I
i
! Frequency
|
|
I
I

Divider |=
IF Feedback 1N RF Feedback
from VCO i from VCO
eIF,\rco(t) eRF,\rco(t)

Phase Locked Loop — VCO
Frequency Synthesizer

Figure 6.7: An simplified technical layout of a PLL-based frequency synthesizer[20]. Intermediate
frequency (IF) signals are shown in green, and Radio Frequency (RF) signals are shown in blue.
Note that the components in the error detector are the Phase Detector (PD) and Charge Pump
(CP), with other components being the Loop Filter, Voltage Controlled Oscillator (VCO) and
Frequency Divider.

For small phase errors, the sine will closely approximate a linear function. In this case, the PLL
will lock when the phase shift A¢ of the inputs is very near to A¢ = 7/2.

However this method only achieves phase lock if the reference and divided output already have
the same frequency, which can not be guaranteed when the system is initialized and almost cer-
tainly will not be the case. Therefore to achieve lock when the VCQO’s initial output frequency
is very different from the reference signal, the frequency difference must be measured and used
to lock the two signals, which is made possible with a Phase-Frequency Detector (PFD). The
PFD compares the frequency and phase of the reference signal with those of the divided-down
feedback signal. This can be seen in Fig. @ where the PFD compares the input to F,.; at
+IN and the feedback signal at -IN. It uses two D-type flip-flops with a delay element. One
Q output enables a positive current source, while the other enables a negative source. These
current sources are known as the charge pump (CP). Within this architecture, if the input at
+IN is at a higher frequency than at -IN, then the current is pumped high. When integrated
through the low pass filter, the high current will push the tuning voltage of the VCO upwards.
As such, the -IN frequency will increase as the tuning voltage increases, and the PFD inputs will
converge until they achieve lock at the same frequency. If the frequency of -IN is higher than
+IN, the reverse will occur and achieve the same outcome.

To meet the requirements of the project, namely a wide frequency range from ~1 GHz to ~2 GHz,
a custom built frequency synthesize board was designed, built and tested. The final version of the
board is shown in the image This board utilized the Analog Devices ADF4112 for the PLL
circuit and a Mini-Circuits ROS-2150VWR+ for the VCO. As seen in Fig. the frequency
synthesizer has two SMA connectors, which form an IF input and RF output for our purposes.
The input connects the board to the IF reference signal, and the output connects to the PA. The
frequency division factor IV is set using a programmable Adafruit Pro Trinket microcontroller
board. A pin connected at ‘JP2’, shown in Fig. outputs an ‘on’ signal 3.33 V when the PLL
has achieved lock and a 0 V when there is no lock. This output was used as a trigger for data
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Figure 6.8: A layout of a Phase Frequency Detector (PFD), a type of Phase Detector (PD).The
phase frequency detector in Figure 3 compares the input to FREF at +IN and the feedback
signal at —IN. It uses two D-type flip flops with a delay element. One Q output enables a positive
current source, and the other Q output enables a negative current source. These current sources
are known as the charge pump.

Jpz Adafruit

VCO

Figure 6.9: The frequency synthesizer board, with the major components highlighted in the
purple boxes. These are the VCO, the SMA connectors in reference signal input (I Fj,) and RF
output (RFyy,), an Adafruit Trinket Microcontroller, and the PLL circuit which is underneath
the Adafruit, around the position of the USB-mini connection and is not directly visible. There
is also a pin (JP2) which can be used to check for lock, and two pins to provide input power.
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acquisition. The board was powered by a DC voltage input consisting of two pins, a ground and
a positive, opposite the Adafruit and adjacent to the input SMA connector. Different voltages
from 18 V to 22 V would provide power to the board, but voltages above 19 V were observed to
cause significant heating of the board and thus were to be avoided. A power input of 18 V was
ultimately used in field tests. A 10 kHz loop filter was utilized on the board, but it was found
that the optimal modulation frequency fp,oq = 1/7 was fy0q = 100 Hz.

Mixer Board

The mixer board is used to multiply the received signal and the local reference signal to obtain
time of flight information from the mixed signals Fourier spectrum. There are different types of
mixers, but the type used in the board is a double-balanced passive diode mixer, which uses a
bridge of diodes. Diodes produce a non-Ohmic current, i.e., the current Ip is non-linear with
the applied voltage. Instead, the current Ip passing through an ideal diode is an exponential
function of the applied voltage Vp, as given by the Shockley diode equation [74]:

Vb
Ip=1 _— 6.11
D= Sy (6.11)

In which Ig is the reverse-bias saturation current, Vi is the thermal voltage and n is the ‘ideality
factor’[74]. The exponential function can be approximated with a second-order Taylor expansion;

V2
IDoceVDfleDJr?D. (6.12)

If the sum of two signals V; and Vs is applied to the diode, then the output voltage V. is
proportional to the current through the diode. If the constants in equation are ignored, one
finds:

1
Vout:‘/i+‘/2+§(‘/1+V2)2+...
=Vi+ Vot 2ViVa+ V2 +VE+..., (6.13)
And by substituting in V; = sin(at) and Vo = sin(bt):
1
Vout = (sin(at) + sin(bt) + i(sinQ(at) + 2sin(at) sin(bt) + sin®(bt)) + ... (6.14)

Here, all terms except sin(at) sin(bt) are neglected, as they are outside of the frequency range of
interest. After removing these terms, one is left with two signal components, one with the sum
of the input frequencies and the other with the difference:

cos(a — b) — cos(a + b) .

Vout = sin(at) sin(bt) = 5

(6.15)

When V,,; is passed through a low-pass filter, then it is obvious how the mixer circuit produces
a signal that is some sinusoid of the difference between the frequencies of the inputs. The mixer
board that was used in the RX can be seen in figure It contains a plug-in double-balanced
mixer: the Mini-Circuits SRA-2000+. There are three SMA connectors:

e RX input: connects to the RX antenna
e LO input: connects to the Local Oscillator (LO)
e LF output: connects to the DAQ (PicoScope)

Both the LO and RX antenna inputs are amplified with integrated Low Noise Amplifiers (LNAs)
by a factor of 15 dB. The board is powered by 12 V DC input.
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F

Figure 6.10: An image of the Mixer board, with the main components highlighted: the Mixer
circuit, DC voltage input pins, the Low Noise Amplifiers (LNAs) and the SMA ports to connect
to the LO and to the receiving antenna.

6.2.3 Antenna

The permittivity radar system requires an omnidirectional antenna with a wide operating fre-
quency (1 to 2 GHz) and could also fit within the tubes’ internal diameter of 7.3 cm. Commer-
cially available antennas were found on the market that meet these requirements; however, as it
was desirable to have multiple receivers, and the antennas found were prohibitively expensive, it
was decided to develop an antenna that met our requirements. A similar design as the vertically
polarized ‘V-pol’ antennas designed and utilized by the ARA collaboration was selected[8]. This
can be described as a cage dipole antenna, consisting of two ‘cages’ of conductor connected to a
common hub, with one electrically connected to the internal conductor of the RF cable and the
other connected to the shield.

As the frequency range of interest was above that of the ARA project (up to 800 MHz) and the
wavelength correspondingly smaller, the dimensions of the antenna would naturally be smaller.
The cage dipole antennas, images of which are shown in Fig. are comprised of two cages
of 8 silver-skin copper wires in a shape similar to a lemon with the tips being tapered, with a
maximum diameter of 4 cm, and a height of 5 cm. At the tapered ends, the wires are soldered
to a ring wire with a diameter of 1 cm. The cages are separated by a 1 cm gap, giving the
antenna a height of 11 cm. Approximating this as a half-wave dipole antenna, one expects max-
imum resonance of the antenna at 1.36 GHz. Two cages were soldered to the inner and outer
conductors of an SMA-type coaxial cable, with the top being soldered to the inner conductor
and the bottom cage to the outer conductor. To achieve a consistent shape, hollow molds were
made using a 3D printer with a ‘lemon’ shape and grooves to direct the wires. The shape of the
antenna chosen with the aid of FDTD simulations (see chapter [4)) performed using RF module
of Comsol Multiphysics. The emission properties of the antennas were then found by measuring
the Sii-parameters using a Vector Network Analyser (see Fig. . However, the antenna’s
radiation pattern has not yet been measured due to a lack of access to an ‘echoless’ room in
which such measurements should be made.
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(a) Cage Antenna 1 (b) Cage Antenna 2

Figure 6.11: Photos of wide-band cage antennas
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(a) Cage Antenna 1 (b) Cage Antenna 2

Figure 6.12: The voltage Standing Wave Ratio (SWR) of Cage Antenna 1 (used in the transmitter
TX) and Cage Antenna 2 (used in the receiver RX). A blue line indicates SW R < 2 where at least
50 % of the RF energy is emitted, and the red line indicates SW R < 4, where at least 25 % of the
RF energy is emitted. The highlighted region: red for the ‘lower band’ (1.3 GHz < f < 1.5 GHz)
and blue for the ‘higher band’ (1.7 GHz < f < 1.9 GHz), indicate the frequencies used for FMCW
transmission at the Aletsch Glacier Field Test (chapter (7)).
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19-12V BiasTee

Frequency
Antenna Synthesizer

Figure 6.13: The transmitter TX tube

6.2.4 Control: Permittivity Measurement Mode

The control system is located at the surface, and contains; a ‘control box’, DC power supply, the
reference signal generation and the data-acquisition (DAQ) system. For both, a 4-channel 200
MHz bandwidth PicoScope 5442D PC Oscilloscope was utilized. The PicoScope was connected
via USB cable to a field laptop and could be operated from a GUI or could be programmed from
a Python-based script.

With 4 input channels, one could operate up to 4 receivers simultaneously, with 2 additional
channels for a trigger input and signal generation output. However, in practice, only one receiver
was used. All inputs and outputs utilize BNC-type connectors. The signal generation output is
connected to the ‘control box’. The control box consisted of a frequency splitter connected by
SMA adapters to two Bias-Tee circuits. A Bias-Tee is a ‘diplexer’ or three-port network that
permits adding a DC bias to an AC signal or vice versa. It is simple conceptually, a junction
between a capacitor C', which blocks the DC bias but allows AC to pass, and an inductor L,
which blocks the AC component but allows DC. Two bias-tees add the DC voltage input to
the IF reference signal. Both then produce outputs via an N-type connector, which connects to
coaxial cables.

6.2.5 Transmitter: TX

The transmitter tube TX was designed to be lowered into the ice and transmit a signal to the
receivers. The antenna and electronics are housed within a 7.5 cm diameter PVC tube, with a
cap at the end, and a 3D printed top lid. The purpose of the tube is to protect the electronics
from any left-over melt-water, or fallen snow within the boreholes or other material. The tube
is 95 cm long from the bottom cap to the top lid. The top lid has an N-type (female) to SMA
(female) adapter on the outside to allow for connection to the coaxial cable, which provides
power and is the reference signal for the PLL. Within the tube, all cabling and connections are
SMA-type. A ring screw is drilled into the top lid to allow for connection with a rope which is
suspended from a winch. The top lid also connects to a copper board upon which all electronics
and the antenna are connected. A 15 cm SMA cable connects the SMA side of the lid adapter to
a bias-tee, which divides the DC voltage from the reference signal. The reference signal is then
passed to the PLL frequency synthesizer board via a SMA-to-SMA adapter. The PLL board is
additionally housed within a metal box (Teko tin-plated steel enclosure with 1 mm thickness) to
protect it from RF interference generated by the antenna and amplifier. The DC output of the
Bias-Tee is split to provide 19 V power for the PLL board and to a DC-DC converter, which
provides 12 V power for the PA. The PE15A4017 medium power amplifier had a gain of 27 dB
and a power output of approximately 1 W.
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6.2.6 Receiver: RX

The housing for the receiver is identical to the transmitter, except that the top-lid has two N-
to-SMA adapters, one for the IF + DC input and one for the LF output. The RX also contains
a Bias-Tee, a DC-DC converter, a frequency synthesizer, a cage antenna, and the mixer board
described in section The Frequency Synthesizer and Mixer Board are also both housed in
metal boxes to protect them from external interference.

6.3 Measurement Procedure

6.3.1 Data Acquisition

The data acquisition is performed at the surface via the PicoScope, with at least one of its
channels must be connected to LF-output cable. As mentioned in section the PLL board
produces a 3.3 V signal when it has acquired lock and remains at zero when lock is not achieved,
with sufficient stability being achieved after 20 us. This makes this output the ideal source for
the trigger, which is set to trigger for a rising voltage surpassing 300 mV. Upon triggering,
the acquisition time was set to record at least 1 modulation cycle, with 2 cycles sometimes
being measured. During data acquisition, multiple waveforms (typically 60) would be measured
sequentially to allow for averaging. The data was then saved to a hierarchical data format (HDF)
file via Python’s hbpy library, allowing the mixer output waveform(s), trigger waveforms, and
timing data to be saved to NumPy arrays within the HDF format and all important metadata;
including the measurement settings, a time-stamp and potentially comments made by the user
can be saved as attributes to the file.

6.3.2 Processing

Analysis is later performed on the Fourier transform of the waveforms. The data processing
consists of the following steps:

1. Averaging: Taking the average of the waveforms vgye(t) = S-2Vov v;(t)

)

2. Cutting: This removes part of the frequency ramp with non-linear or ‘toggling’ behavior.
By default, the first 20 us are removed, and the end cut is placed at 97 % of one full cycle;
i.e. at 9.7us for a ramp with 7;,,q = 10ms

3. Filtering: the waveform is placed through a Butterworth high pass filter to remove the DC
component from the data, along with any time component shorter than the delay-time of
the cable Aty = 500ns: vy (t) = firp(V(t), fout < Deut - F)

4. Windowing: a ‘Blackman’ window function is applied to the data to reduce edge effects
and minimize leakage, and suppress side-lobes

5. Padding: Padding involves the addition of ‘zeros’ to a waveform to allow for a finer fre-
quency spacing in the Fourier and make peak structures clearly distinguishable.

6. Fourier Transform: a Fast Fourier Transform is applied to the mixer waveform. The
resulting Fourier spectrum contains the time-of-flight information.

7. Time-of-flight cutting: the resulting Fourier spectrum is much larger than the time-of-
flight zone of interest. For example, if one expects a signal propagation time of ¢ = 133 ns
(corresponding to travel through 40 m of air), then there is unlikely to be any signal of
interest for travel times > 1 us. As such this data is cut from the analysis.

8. Peak identification: Significant features are identified in the data using Python’s Peakutils
library.
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The total measured signal power Pry is found from the root-mean-squared (RMS) voltage Vrars
measured in the waveform: )
V
Prx = HRTMS (6.16)
where R is the impedance of the oscilloscope, assumed to be R = 50€2. 7 is the power conversion
factor, which is determined by calibration using the output of an RF source with a known power
and which has also been measured with a spectrum analyzer. The power associated with the
direct signal component or ‘peak’ is derived by multiplying the total power by the integral of the
normalized peak in the Fourier spectrum. The transmitted power output Prx for two different
frequency bands is described in the table

6.4 Testing of Permittivity Radar

Before deployment to field tests at glaciers, several measurements were performed at the Univer-
sity of Wuppertal to test the performance of all the major components, including temperature
tests using a refrigerator set to —20° C, the stability of the system, and crucially the time-of-flight
resolution, maximum range, and the signal-to-noise ratio.

6.4.1 PLL Tests

The most important considerations for the PLLs were the linearity of the frequency ramp it
produced, if the slope of the ramp was at the correct value, and the time required to achieve lock.
In practice, the frequency output may have some small offset from the multiple of the reference
signal. If the reference signal is itself ramping in frequency, PLLs can exhibit a behavior known
as ‘toggling’, where the actual frequency tracks the desired frequency with some offset Afyry.
These toggling frequencies will appear as side lobes or side peaks in the Fourier spectrum.

Jtrue(t) = f(t) + Afors(t) = Neorfrrrer(t) + Afor(t) (6.17)

Toggling is always present in a frequency ramp from a PLL initially. The goal was to keep
Aforr < 1.0kHz. To check for this effect, two tests were performed. The first was to measure
the ramp frequency from the PLL output directly with a sliding Fourier transform (SFT). First,
the RFyyiput Wwas mixed with a constant frequency at fo = 1.2 GHz, such that it would be possible
to measure the ramp even with an oscilloscope with a bandwidth of 500 MHz. The output of
the SFT can be seen in Fig. for Triangle Ramps with B = 120 MHz and a modulation
time T = 5ms. Ultimately it was decided to use a lower frequency modulations, f,,,q = 100 Hz,
meaning that the toggling effect would be limited to the first 500 us of the ramp. This motivated
the choice of a longer modulation time (and shorter modulation frequency fi04) of Tinoq = 10 ms,
such that only the first 5% of the signal should be cut.

Cable Tests

Another way to verify the PLL boards performance was to check if the Fourier transform of the
mixed signal would produce a ‘clean’ peak at the position expected by Af = B/T - At. This
could be accomplished by splitting the output of the frequency synthesizer board, with half going
directly into the mixer port and the other through a coaxial cable with a known time delay and
connecting the far port of the cable to the other input of the mixer. This is called a ‘self-mixing’
test, with the test setup described in Fig. [6.15!

The result of a self-mixing is shown in Fig. A clearly definable peak is visible with a
time delay corresponding to the propagation time through the cable. A Gaussian function was
fit to the peak, with the cable time delay derived from the mean t.qp = 522.6 ns, and the un-
certainty At = 2.9ns found from the standard deviation. Side lobes are observable to the left
and right due to phase noise, which will be discussed further in section [6.5.1
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Figure 6.14: A sliding Fourier transform (SFT) spectrogram of the RF-output of a frequency
synthesizer board, recorded with the Picoscope. Here a triangular ramp is used, with a bandwidth
of B = 120 MHz and a modulation frequency of f,,,q = 1kHz and hence a modulation time of
Trnod = 1 ms. Note that the base frequency of the board’s output was at fpese = 1300 MHz, but
the output was mixed with a constant reference frequency of fro = 1290M H z, such that the
ramp could be measured within the limited measurement bandwidth (Bjeqs = 200 MHz) of the
Picoscope. The first-order harmonic of the VCO can clearly be seen.
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-3dB output 2
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RF output 1 through
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Mixer |
LF output t e = 222 1S
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Figure 6.15: Self-mixing test of frequency synthesizer board.
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6.4.2 Antenna Tests

The impedance of an antenna as a function of frequency is typically tested by measurements of
the standing wave ratio SW R. SW R can be measured by connecting the antenna to a single port
of a vector network analyzer (VNA) which calculates the scattering parameters or S-parameters
of the network. Here only the Si; parameter, ratio of RF energy reflected into the port to RF
energy transmitted, is needed to find SWR via

1+ [S11]

SWR = ———
1— S|

(6.18)

The SWR is always a real and positive number for antennas, and a smaller value is better as
it implies a higher amount of energy transmitted from the antenna. A common standard for
measuring the effective bandwidth of an antenna is any frequency range for which the antenna
has SWR < 2, implying that at least 50 % of the RF power is transmitted. For the permit-
tivity radar, the usable bandwidth is the region for which SW R < 4, as the PA of the TX was
recommended by the manufacturer to operate only for a device with a SWR < 4. It should
be noted that some fraction of the energy may be absorbed by the antenna material due to an
imaginary component of the antenna’s impedance, although this is usually negligible. The effec-
tive bandwidths of Cage Antenna 1 (used in the TX) and Cage Antenna 2 are shown in Fig.

A related property is the antenna’s impulse response function h(t), a time-domain function
that determines the antenna’s frequency-dependent response to an incoming pulse, including
any frequency dependence in the phase or time offset of the transmitted pulse to the input pulse.
The transmitted signal vy, (¢) can be related to the input signal Vj,(¢) via the convolution of
Zin(t) with the IR function h(t) (where 7 is a dummy variable):

[e.9]

Yealt) = Tin(t) % h(t) = / £(t)h(t — 7)dt (6.19)

—0o0

By exploiting the Fourier identity of convolution, we can obtain the transmission from the IR
spectrum in frequency domain:

Yie(f) = Xin(f)H(f) (6.20)

In the absence of an echo-less chamber, estimation of the IR function required an assumption
that the transmitted signal a;(t) is same as the reflected signal a,(t):

ar(t) =1 — a,(t) (6.21)

In this case, the impulse response can also be inferred from the complex S11 parameter. The
impulse function h(t) for the full frequency range under test; from DC to 3 GHz:

h(t) = /_ b H(f)e>Itaf (6.22)

The derived IR function for Cage Antenna 1 is shown in the Fig. The time-domain IR
(bottom right) shows a large peak at t = Ons, followed by a sequence of smaller peaks (with an
amplitude < 20% that of the first peak) that diminish rapidly on a scale of 5 ns.

6.4.3 In-Air Antenna Transmission Tests

To test the time of flight resolution, the transmitter and receiver were deployed on wagons while
connected to the master box and then recording the time-of-flight spectrum at one or more dis-
tances. These tests were performed on a balcony of the University of Wuppertal.
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Figure 6.17: The estimation of the impulse response function IR. The top left plot is the Si1
magnitude shown over a frequency range 10 MHz < f < 3000 MHz. The top right is the derived
frequency domain impulse response H (f) calculated from Si;. The bottom images are the time-
domain impulse response h(t)F~1(H(f)), with the amplitude shown on the right.
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Additionally, the time-delay was measured as a function of the base frequency fpqse and band-
width B. For this test, the transmitter, and receiver were placed at a distance of 9.7 m apart
and recorded the time-of-flight spectrum for base frequencies between 800 MHz and 2000 MHz.
Sawtooth-ramps were used as frequency modulation, with modulation times of T,,,q = 10ms
and bandwidths of 130 MHz, 200 MHz and 300 MHz. The results are shown in Fig.
with the measured delay time f4eqy being the mean of the Gaussian fit to the maximum sig-
nal peak, and the standard deviation is used to define the error of the measured delay time
Atgelay- The delay time measurements converge to the value of 660ns which corresponds
exactly to the cable delay and the propagation time in the air. The residuals of the mea-
sured time of flight decrease for higher frequencies, from a value of 7ns for central frequency
feentrat = 1 GHz to < 2ns at feentrar = 1.8 GHz. This comes with the exception for the region
between 1.05 GHz < f < 1.15 GHz, where large residual errors of 25 ns and 35 ns were measured,
for which there is no satisfactory explanation at present. As a result, this frequency range was
not used in the Aletsch glacier field test.

Another test performed was to measure the delay time of the signal traveling through the air
from TX to RX as a function of the distance between them R. The RX was held stationary, while
the transmitter was moved on a wagon in various distance increments, starting at R = 2.5m and
moving away in increments of 2.5m up to 10 m, and with larger range increments for R > 10m,
with the widest separation measured being 50 m. In Fig. the measured time delay is shown
as a function of distance. This verified that the time of flight could be reconstructed to an
accuracy of 5ns. This would allow for permittivity measurements of Ae,. = 0.075 at R = 40 m.

6.5 Summary of System

From the cable tests and in-air antenna transmission tests, it was possible to derive the time-of-
flight resolution of the permittivity radar of At < 5ns for f > 1.2 GHz for a ramp bandwidth
of B = 200 MHz. Assuming detection of the direct transmitted signal component in ice, this
would give a nominal refractive index resolution of An = 0.04 for an antenna-antenna separation
of R = 40m and therefore a permittivity resolution of Ae, = 0.08. The specifications of the
system are summarized in the table The FMCW permittivity radar was tested to be able to
measure the propagation time of the signal with a precision of At = 5ns for distances up to 50
m, with a likely maximum range of up to 250 m, although this was not confirmed experimentally
and the maximum range utilized in the field was 42 m. It had a frequency range of between 800
to 2200 and a working bandwidth of 200 MHz. The application of this system at a field test in
the Swiss Alps is the subject of the following chapter.

6.5.1 Experimental Uncertainties

The interpretation of signal propagation by the permittivity radar relies upon good understanding
of waveform generated by the frequency synthesizer and its response to the components, in
particular the antennas.